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# Artificial Intelligence Neg

The goal of the negative is simple: Negate the plan of action presented by the affirmative, explain why the affirmative is a bad idea, and present new arguments which serve as reasons why the affirmative will make the status quo WORSE. If the judge believes the plan will not work or make the status quo worse, then neg wins

|  |  |
| --- | --- |
| Speech Time | (Minutes) |
| 1st Affirmative Constructive (1AC) | 8 |
| 2nd Negative Speaker Questions 1st Affirmative Speaker | 3 |
| 1st Negative Constructive (1NC) | 8 |
| 1st Affirmative Speaker Questions 1stNegative Speaker | 3 |
| 2nd Affirmative Constructive (2AC) | 8 |
| 1st Negative Speaker Questions 2nd Affirmative Speaker | 3 |
| 2nd Negative Constructive (2NC) | 8 |
| 2nd Affirmative Speaker Questions 2nd Negative Speaker | 3 |
| 1st Negative Rebuttal (1NR) | 5 |
| 1st Affirmative Rebuttal (1AR) | 5 |
| 2nd Negative Rebuttal (Closing Statement) (2NR) | 5 |
| 2nd Affirmative Rebuttal (Closing Statement) (2AR) | 5 |

**Speaking Roles on the Negative:**

* **1st Negative Speaker:** Your job is to introduce a range of negative arguments in the 1NC, and to definitively win at least one of those arguments in the 1NR.
* **2nd Negative Speaker:** Your job is to expand upon one or two arguments made in the 1NC, then to choose the best argument made by the negative team and show why the negative should win the debate in the 2NR. You are in charge of choosing negative strategy, since you’ll have to explain it in the 2NR

**Phases of a Debate:**

1. **1NC:** Outline a few different reasons why the affirmative is a bad idea, without going into too much detail on any one of them.
2. **2NC/1NR:** Think of these as a single speech, given by different people. Each debater should choose one or two (different) arguments from the 1NC and go into greater detail, explaining and adding evidence when needed.
3. **2NR:** The second negative speaker should give a closing argument all about the strongest negative position (after hearing the affirmative speak in the 1AR). Tell the judge why the negative team should win.

Each negative case will have four main parts. You’ll have to win each piece in order to win a debate as the negative.

* **Solvency:** How will the plan work? Will the affirmative solve what it is they are attempting to solve with their advantages? Will there be a different consequence if the affirmative is passed? In the context of the AI negative file, will cooperation with NATO truly solve Russian/China aggression? Will this trigger conflict with other nations?
* **Case impacts/defense:** These are arguments saying the impacts the affirmative claims to solve are not correct.
* **Case turns:** These arguments are negative consequences if the affirmative were to pass. In this instance, will US cooperation with NATO, in turn, trigger and arms race with China and Russia, inciting international conflict and violence?
* **Impact Framing:** These arguments answer the moral obligation claims the affirmative makes. How long will it take for the affirmative impacts to be solved? How many people does the affirmative claim to aid? How probable are the affirmative impacts?

You and your partner will have a chance to support your arguments and read more evidence in the block (13-minute stretch of neg speeches, i.e. 2NC + 1NR).

**Topic Introduction:**

The artificial intelligence (AI) affirmative offers that we increase cooperation with the North Atlantic Treaty Organization (NATO) to improve/develop AI used in military operations. The main focus of this affirmative’s AI technology is development of Lethal Autonomous Weapons (LAWs). Currently, the US has a limited cooperation with NATO in regards to LAWs. The affirmative introduces this cooperation with benefits that include updating outdated regulations on LAWs, a stronghold alliance against historically aggressive nations such as Russia/China, and the ability to curtail armed conflict and war through Russian escalation.

The Biden Administration and NATO have acknowledged the violence AI-powered autonomous weapons play in international conflicts without regulation or oversight. The affirmative argues they may effectively solve these issues via the plan, and cooperation with NATO with that concentration is the mechanism to do so.

### Argument Glossary

**NATO (noun)** – also known as the North Atlantic Treaty Organization, an international alliance of 30 countries, which includes the United States.

**Artificial Intelligence** (noun) – computer programs that utilize machine learning and are able to mimic human intelligence

**Cybersecurity** (noun) – measures taken to protect a computer or computer system (as on the Internet) against unauthorized access or attack

**Cyberattack** (noun) – an attempt to gain illegal access to a computer or computer system for the purpose of causing damage or harm

**Hegemony** (noun) – a term in international relations used to describe a country has more power in economics, and military strength relative to others.

**Counter intelligence** (noun) – organized activity of an intelligence service designed to block an enemy's sources of information, to deceive the enemy, to prevent sabotage, and to gather political and military information

**Autonomous Weapons** (noun) – weapons which have the capability of functioning at some level without human input or supervision

**Technological singularity** (noun) – The idea of technological singularity, and what it would mean if ordinary human intelligence were enhanced or overtaken by artificial intelligence.

**Atomation** (noun) – Jobs being performed by Artificial intelligence

**Superintelligence** (noun) – AI with the capability to evolve on its own

**Dexterous** (adjective) – done with mental or physical skill, quickness, or grace; done with dexterity

**Malicious** (adjective) – An adjective that describes bad intent

**Socioeconomic inequality** (noun) – socioeconomic inequality is not measured by an arbitrary income line below which the poor are placed, but rather by the distances between the relative positions occupied by the various segments of society

**Algorithmic trading** (noun) – Algorithmic trading is a process for executing orders utilizing automated and pre-programmed trading instructions to account for variables such as price, timing and volume.

**Machine learning** (noun) – The capability for AI to consistently improve due to past trial and error

**Authoritarian regime** (noun) – A type of government that maintains near absolute control typically by force, showing little concern for public opinion, and governed by a single individual, group, or class.

**Algorithmic bias** (noun) – Humans who are biased develop AI, and because of this human bias is transferable to algorithms

**Strategic Concept 2022** (noun) – The Strategic Concept is a key document for the Alliance. It reaffirms NATO’s values and purpose, and provides a collective assessment of the security environment. It also drives NATO’s strategic adaptation and guides its future political and military development.

**DIANA initiative** (noun) – A diversity-driven conference committed to helping all underrepresented people in Information Security. The Diana Initiative features multiple speaker tracks, villages with hands-on workshops, and a Capture the Flag event.

**Political capital** (noun) – Pursuing tech leadership in order to advance political capital

**Proliferation** (noun) – Destruction of states by nuclear means

## Overviews

### Overview (Affirmative)

#### The affirmative version of this file outlines action by the United States Federal Government (USFG) to increase cooperation with NATO on development and regulation of artificial intelligence, with concentrations in Lethal Autonomous Weapons (LAWs) used in military operations.

While the affirmative may choose to run 1, 2, or all advantages in the 1AC, it is important to strategize and prepare the negative in a way that best responds to either scenario.

The affirmative can be run in a number of ways outlined below:

1. **“Hard right” – big impacts like nuclear war, extinction, global catastrophe, etc.**
   1. Russia advantage
   2. China advantage

This version of the affirmative will focus on the pursuit of technological leadership between Us, Russia, and China, and how Russia/China will find shortcuts, fuel the arms race towards AI advancement, and spur conflict and global war if they advance sooner/better than the US

1. **“Soft left” – impacts which affect people’s quality of life and experience in a more realistic/fathomable way such was racial/gender discrimination, ageism, ableism, targeted policing of marginalized groups, etc.**
   1. Regulations advantage

This version of the affirmative will focus on the regulations and ethics of LAWs and the use of artificial intelligence in this technology. The affirmative will outline the potential for misuse, discriminatory bias, and overdevelopment of AI leading to dangerous “killer robot” scenarios

### Strategic Overview – China/Russia

#### The negative version of this file has a few different avenues to take, pending the way the affirmative is constructed in the round. A lot of the evidence is centered around the efficacy in AI and why its development will spur international conflict. Negative impacts include proliferation of AI/LAWs, great power wars, conflicts with Russia/China in tech leadership competition, and bias in the execution of AI-powered technology. Breakdown below:

#### China advantage

* 1. China is currently lagging behind in AI research and development (R&D), but is currently pursuing tech leadership by 2030. The Creemers evidence explains this and how China will find shortcuts and early use of AI if it means the opportunity to surpass the US and other NATO countries. This will directly clash with the affirmative’s Franke (21) evidence which expects US cooperation with NATO to result in the US being the leader in AI tech
  2. As in the past, China’s focus will be advancing AI in the private sector. R&D of this technology will be dominated by companies looking to make a profit and will shortcut the advancement of AI which will prove detrimental if used in military operations
  3. Tensions already growing between US and China over investments in this kind of technology. Both nations will expand their advancement to include improved LAWs to increase “national security” and spur an arms race which can be catastrophic if faulty tech is used

#### Russia advantage

* 1. Much like China, Russia lags in R&D of AI. However, as cooperation increases, Russia will pursue leadership in the industry to bolster their military. This proves incredibly problematic given the conflict between Russia and Ukraine. Russia has already used semi-autonomous drones in Ukraine and it is only a matter of time until they up their game to include LAWs – that’s the Allen 5/26 evidence
     1. This argument will directly clash with the affirmative’s Laird (20) evidence which states cooperation to advance AI will foster diplomacy and reduce Russian aggression
  2. Putin’s goal is obtaining the “military edge” in AI tech. The proliferation of this LAWs ensures Putin will use his arsenal against nations where conflict arises, even if shortcuts were made to advance this technology

### Strategic Overview - Regulations

#### The negative version of this file has a few different avenues to take, pending the way the affirmative is constructed in the round. A lot of the evidence is centered around the efficacy in AI and why its development will spur international conflict. Negative impacts include proliferation of AI/LAWs, great power wars, conflicts with Russia/China in tech leadership competition, and bias in the execution of AI-powered technology. Breakdown below:

#### Regulations advantage

* 1. The affirmative is focused on AI-powered lethal autonomous weapons. However, some of the evidence in this file will take a broader approach in what is known as “generics.” These generics outline the broader issue of artificial intelligence itself and the issues with its programming in the context of biases, inaccuracies, and unreliability
     1. The generics mentioned above may also be connected to LAWs, their harmful consequences, and the efficacy of this technology in some examples below
  2. Some of the generics describe how AI technology has historically targeted marginalized communities via automation of the workforce.
     1. There is an important application in standardizing this statement to include automation of military workforce since there will be less personnel to operate drones as advancement will ensure weapons are fully autonomous
  3. There is also a portion of evidence which can be applied from the regulations advantage to both Russia/China advantages. This evidence argues that as an arms race unfolds and US/Russia/China pursue this leadership, the focus will shift from military applications to making profit off the private sector in selling this tech – Thomas (21) evidence
     1. This will directly clash with the affirmative’s Stanley-Lockman (21) evidence because the affirmative claims “values are at the foundation of US alliances.” The argument the negative can expand upon is saying the affirmative will be so focused on profiting off of AI technology, it will begin to overlook shortcuts and the inherent issues presented in the previous points
  4. The last set of arguments brings to light the bias in creation and development of AI
     1. Statistically speaking, most R&D of AI is conducted by older white men – Thomas (21) evidence to quote
     2. This means there is a lack of diversity in the development and creation of this technology which can prove un/intentionally discriminatory in its application
     3. AI regulation will fail unless there is a SPECTRUM of identities in its developing and programming to include marginalized groups from all over the world
        1. This argument may also be applied to the solvency to dispute the efficacy of the USFG being the best actor to cooperate with NATO

## 1NC Shell

### Inherency

Responds to Michaelson 21 – regulations not needed

#### AI data handling weak now and plan is non-unique – efforts like the DIANA initiative already in motion to improve AI R&D

**Dolan, 6/8** -- Dolan, C. (2022, June 8). *NATO's 2022 strategic concept must enhance digital access and capacities*. Just Security. Retrieved June 12, 2022, from https://www.justsecurity.org/81839/natos-2022-strategic-concept-must-enhance-digital-access-and-capacities/

Essential Role of Artificial Intelligence The challenge for NATO is not necessarily adopting and investing in emerging and disrupting technologies for collective defense. Rather, the question is whether ACT and ACO can enhance accessibility to digital platforms and ease communications between platforms. Here, artificial intelligence (AI) can play a role in overcoming critical obstacles. AI is now occupying a greater space in NATO’s collective defense orientation. The challenge in the 2022 Strategic Concept will be delineating the degree to which AI will enhance the ability of the alliance to analyze information and assess data. Moreover, **AI is only as good as the data it relies on**. To maintain its technological edge, in 2021 NATO released an [Artificial Intelligence Strategy](https://www.nato.int/cps/en/natohq/official_texts_187617.htm), a good step toward maximizing interoperability of weapons systems, improving infrastructure, and building resilient hybrid defenses. While it emphasizes collaboration with the private sector and academia, the strategy needs further refinement as AI would help NATO’s military and civilian personnel interlink devices on different platforms, perform rigorous data analytics, and quicken response time in response to a conventional or hybrid attack. One innovation is the [Defence Innovation Accelerator for the North Atlantic (DIANA)](https://www.nato.int/cps/en/natohq/news_194587.htm). DIANA leverages partnerships among academics, technology companies, start-up firms to address the full spectrum of threats in the security environment. Private sector firms utilizing DIANA can access innovation sites and test centers that focus on **artificial intelligence, machine learning, quantum computing, autonomous machines, and biotechnology**. In the past, alliance members supported the creation and development of a venture capital [Innovation Fund](https://cepa.org/getting-nato-innovation-right/) for technology companies and start-ups. The Strategic Concept should support the initiative with sustained public funds in ways that allow for strategic-level planning at ACO and ATO to communicate more effectively at the operational and tactical levels. DIANA and the Innovation Fund are models for the alliance. An existing partnership that is proving effective is NATO’s collaboration with [Klarrio](https://klarrio.com/project-fighting-fake-news/), a firm that provides the alliance with innovative real-time data analytics and streaming services to combat disinformation and fake news. Klarrio has partnered with [NATO’s Strategic Communications Center (StratCom)](https://stratcomcoe.org/) to assist the alliance in the information domain by streaming data analysis, processing, and applications analytics to identify and eradicate disinformation for NATO’s strategic-level planners. It supports and updates dashboard services to track suspicious activities in social media platforms, maintains an interactive user interface, generates analytical reports, and uses machine learning to analyze data and information.

### Regulations

#### AI poses laundry list of issues – advancement beyond control cannot be dismissed

**Thomas, 21 --** Thomas, M. (2021, July 7). *7 dangerous risks of Artificial Intelligence*. Built In. Retrieved June 8, 2022, from https://builtin.com/artificial-intelligence/risks-of-artificial-intelligence

In March 2018, at the South by Southwest tech conference in Austin, Texas, Tesla and SpaceX founder Elon Musk issued a friendly warning: “Mark my words,” he said, billionaire casual in a furry-collared bomber jacket and days’ old scruff, “AI is far more dangerous than nukes.” No shrinking violet, especially when it comes to opining about technology, the outspoken Musk has repeated a version of these [artificial intelligence](https://builtin.com/artificial-intelligence) premonitions in other settings as well. “I am really quite close… to the cutting edge in AI, and it scares the hell out of me,” he told his SXSW audience. “It’s capable of vastly more than almost anyone knows, and the rate of improvement is exponential.” RISKS OF ARTIFICIAL INTELLIGENCE Automation-spurred job loss Privacy violations 'Deepfakes' Algorithmic bias caused by bad data Socioeconomic inequality Market volatility Weapons automatization Musk, though, is far from alone in his exceedingly skeptical (some might say bleakly alarmist) views. A year prior, the late physicist Stephen Hawking was similarly forthright when he told an audience in Portugal that AI’s impact could be cataclysmic unless its rapid development is strictly and ethically controlled. “Unless we learn how to prepare for, and avoid, the potential risks,” he explained, “AI could be the worst event in the history of our civilization.” Considering the number and scope of unfathomably horrible events in world history, that’s really saying something. And in case we haven’t driven home the point quite firmly enough, research fellow Stuart Armstrong from the Future of Life Institute [has spoken](https://thenextweb.com/insider/2014/03/08/ai-could-kill-all-meet-man-takes-risk-seriously/#!zpEzt) of AI as an “extinction risk” were it to go rogue. Even nuclear war, he said, is on a different level destruction-wise because it would “kill only a relatively small proportion of the planet.” Ditto pandemics, “even at their more virulent.” Musk discusses his fear of AI **“If AI went bad, and 95 percent of humans were killed**,” he said, “**then the remaining five percent would be extinguished soon after**. So despite its uncertainty, it has certain features of very bad risks.” How, exactly, would AI arrive at such a perilous point? Cognitive scientist and author Gary Marcus offered some details in an illuminating 2013 New Yorker essay. The smarter machines become, he wrote, the more their goals could shift. “**Once computers can effectively reprogram themselves, and successively improve themselves, leading to a so-called ‘technological singularity’ or ‘intelligence explosion,’ the risks of machines outwitting humans in battles for resources and self-preservation cannot simply be dismissed.”** Is Artificial Intelligence a Threat? As AI grows more sophisticated and ubiquitous, the voices warning against its current and future pitfalls grow louder. Whether it's the increasing [automation of certain jobs](https://builtin.com/artificial-intelligence/ai-replacing-jobs-creating-jobs), gender and racial [bias](https://builtin.com/artificial-intelligence/ai-replacing-jobs-creating-jobs) [issues](https://www.nytimes.com/2019/11/11/technology/artificial-intelligence-bias.html) stemming from outdated information sources or [autonomous weapons](https://futureoflife.org/open-letter-autonomous-weapons/) that operate without human oversight (to name just a few), unease abounds on a number of fronts. And we’re still in the very early stages. IS ARTIFICIAL INTELLIGENCE A THREAT? The tech community has long-debated the threats posed by artificial intelligence. Automation of jobs, the spread of fake news and a dangerous arms race of AI-powered weaponry have been proposed as a few of the biggest dangers posed by AI. Destructive superintelligence — aka artificial general intelligence that’s created by humans and escapes our control to wreak havoc — is in a category of its own. It’s also something that might or might not come to fruition ([theories vary](https://singularityhub.com/2019/06/02/less-like-us-an-alternate-theory-of-artificial-general-intelligence/)), so at this point it’s less risk than hypothetical threat — and ever-looming source of existential dread. Here are some of the ways artificial intelligence poses a serious risk: JOB AUTOMATION Job automation is generally viewed as the most immediate concern. **It’s no longer a matter of if AI will** [**replace certain types of jobs**](https://builtin.com/artificial-intelligence/ai-replacing-jobs-creating-jobs)**, but to what degree**.

#### Automation of the workforce with the use of AI targets marginalized groups. Job loss will be inevitable with this advancement

**Thomas, 21 --** Thomas, M. (2021, July 7). *7 dangerous risks of Artificial Intelligence*. Built In. Retrieved June 8, 2022, from https://builtin.com/artificial-intelligence/risks-of-artificial-intelligence

In many industries — particularly but not exclusively those whose workers perform predictable and repetitive tasks — disruption is [well underway](https://www.forbes.com/sites/eriksherman/2018/10/25/robots-arent-coming-for-jobs-ai-is-already-taking-them/#d7cf320374e8). According to a 2019 Brookings Institution study, 36 million people work in jobs with “high exposure” to automation, meaning that before long at least 70 percent of their tasks — ranging from retail sales and market analysis to hospitality and warehouse labor — will be done using AI. An even newer Brookings [report](https://www.brookings.edu/wp-content/uploads/2019/11/2019.11.20_BrookingsMetro_What-jobs-are-affected-by-AI_Report_Muro-Whiton-Maxim.pdf#page=11) concludes that white collar jobs may actually be most at risk. And per a 2018 [report](https://www.mckinsey.com/featured-insights/future-of-work/automation-and-the-future-of-the-african-american-workforce) from McKinsey & Company, **the African American workforce will be hardest hit**. “The reason we have a low unemployment rate, which doesn’t actually capture people that aren’t looking for work, is largely that lower-wage service sector jobs have been pretty robustly created by this economy,” renowned futurist Martin Ford told Built In. “I don’t think that’s going to continue.” As [AI robots](https://builtin.com/artificial-intelligence/robotics-ai-companies) become smarter and more dexterous, he added, the same tasks will require fewer humans. **And while it’s true that AI will create jobs, an unspecified number of which remain undefined, many will be inaccessible to less educationally advanced members of the displaced workforce.** “If you’re flipping burgers at McDonald’s and more automation comes in, is one of these new jobs going to be a good match for you?” Ford said. “Or is it likely that the new job requires lots of education or training or maybe even intrinsic talents — really strong interpersonal skills or creativity — that you might not have? Because those are the things that, at least so far, computers are not very good at.” John C. Havens, author of Heartificial Intelligence: Embracing Humanity and Maximizing Machines, calls bull on the theory that AI will create as many or more jobs than it replaces. About four years ago, Havens said, he interviewed the head of a law firm about machine learning. The man wanted to hire more people, but he was also obliged to achieve a certain level of returns for his shareholders. A $200,000 piece of software, he discovered, could take the place of ten people drawing salaries of $100,000 each. That meant he’d save $800,000. The software would also increase productivity by 70 percent and eradicate roughly 95 percent of errors. From a purely shareholder-centric, [single bottom-line](https://ssir.org/articles/entry/explaining_the_long-term_single_bottom_line) perspective, Havens said, “there is no legal reason that he shouldn’t fire all the humans.” Would he feel bad about it? Of course. But that’s beside the point. **Even professions that require graduate degrees and additional post-college training aren’t immune to AI displacement**. In fact, technology strategist Chris Messina said, some of them may well be decimated. **AI already is having a significant** [**impact**](http://sitn.hms.harvard.edu/flash/2019/artificial-intelligence-in-medicine-applications-implications-and-limitations/) **on medicine. Law and accounting are next,** Messina said, the former being poised for “a massive shakeup.” “Think about the complexity of contracts, and really diving in and understanding what it takes to create a perfect deal structure,” he said. “It’s a lot of attorneys reading through a lot of information — hundreds or thousands of pages of data and documents. It’s really easy to miss things. So AI that has the ability to comb through and comprehensively deliver the best possible contract for the outcome you're trying to achieve is probably going to replace a lot of corporate attorneys.” Accountants should also prepare for a big shift, Messina warned. Once AI is able to quickly comb through reams of data to make automatic decisions based on computational interpretations, human auditors may well be unnecessary. PRIVACY, SECURITY AND THE RISE OF 'DEEPFAKES' While job loss is currently the most pressing issue related to AI disruption, it’s merely one among many potential risks. In a February 2018 paper titled “The Malicious Use of Artificial Intelligence:

#### Security and socioeconomic challenges increase as AI advances

**Thomas, 21 --** Thomas, M. (2021, July 7). *7 dangerous risks of Artificial Intelligence*. Built In. Retrieved June 8, 2022, from https://builtin.com/artificial-intelligence/risks-of-artificial-intelligence

Forecasting, Prevention, and Mitigation,” 26 researchers from 14 institutions (academic, civil and industry) enumerated a host of other dangers that could cause serious harm — or, at minimum, sow minor chaos — in less than five years. **“Malicious use of AI,”** they wrote in their 100-page report, “**could threaten digital security** (e.g. through criminals training machines to hack or socially engineer victims at human or superhuman levels of performance), **physical security** (e.g. non-state actors weaponizing consumer drones), and **political security** (e.g. through privacy-eliminating surveillance, profiling, and repression, or through automated and targeted disinformation campaigns).” In addition to its more existential threat, Ford is focused on the way AI will adversely affect privacy and security. A prime example, he said, is China’s “Orwellian” use of facial recognition technology in offices, schools and other venues. But that’s just one country. “A whole ecosphere” of companies specialize in similar tech and sell it around the world. What we can so far only guess at is whether that tech will ever become normalized. As with the internet, where we blithely sacrifice our digital data at the altar of convenience, will round-the-clock, AI-analyzed monitoring someday seem like a fair trade-off for increased safety and security despite its nefarious exploitation by bad actors? “Authoritarian regimes use or are going to use it,” Ford said. “The question is, How much does it invade Western countries, democracies, and what constraints do we put on it?” “Authoritarian regimes use or are going to use it ... The question is, How much does it invade Western countries, democracies, and what constraints do we put on it?” AI will also give rise to hyper-real-seeming social media “personalities” that are very difficult to differentiate from real ones, Ford said. **Deployed cheaply and at scale on Twitter, Facebook or Instagram, they could conceivably influence an election**. The same goes for so-called audio and video [deepfakes](https://builtin.com/machine-learning/real-face), created by manipulating voices and likenesses. The latter is already [making waves](https://www.cbsnews.com/news/doctored-nancy-pelosi-video-highlights-threat-of-deepfake-tech-2019-05-25/). But the former, Ford thinks, will prove immensely troublesome. Using [machine learning](https://builtin.com/machine-learning), **a subset of AI that’s involved in natural language processing, an audio clip of any given politician could be manipulated to make it seem as if that person spouted racist or sexist views** when in fact they uttered nothing of the sort. If the clip’s quality is high enough so as to fool the general public and avoid detection, Ford added, **it could “completely derail a political campaign.”** And all it takes is one success. From that point on, he noted, “no one knows what’s real and what’s not. So it really leads to a situation where you literally cannot believe your own eyes and ears; you can't rely on what, historically, we’ve considered to be the best possible evidence… That’s going to be a huge issue.” Lawmakers, though frequently [less than tech-savvy](https://arstechnica.com/tech-policy/2019/03/congress-at-sxsw-yes-were-dumb-about-tech-and-heres-what-we-should-do/), are acutely aware and [pressing](https://www.nextgov.com/emerging-tech/2019/10/lawmakers-press-social-media-giants-confront-deepfake-threats/160325/) for solutions. AI BIAS AND WIDENING SOCIOECONOMIC INEQUALITY Widening socioeconomic inequality sparked by AI-driven job loss is another cause for concern. Along with education, work has long been a driver of social mobility. However, when it’s a certain kind of work — the predictable, repetitive kind that’s prone to AI takeover — research has shown that those who find themselves out in the cold are much [less apt](https://www.theverge.com/2017/7/13/15963710/robots-ai-inequality-social-mobility-study) to get or seek retraining compared to those in higher-level positions who have more money. (Then again, not everyone [believes](https://medium.com/datadriveninvestor/ai-will-reduce-socioeconomic-inequality-f40a19b18340) that.) Various forms of AI bias are detrimental, too. Speaking recently to the New York Times, Princeton computer science professor Olga Russakovsky said it goes well beyond gender and race. In addition to data and algorithmic bias (the latter of which can “amplify” the former), AI is developed by humans and humans are inherently biased. “**A.I. researchers are primarily people who are male, who come from certain racial demographics, who grew up in high socioeconomic areas, primarily people without disabilities,”**

Responds to Trabucco 21 – failure to regulate AI bad

#### AI regulation MUST include an array of experts across a spectrum of identities

**Thomas, 21 --** Thomas, M. (2021, July 7). *7 dangerous risks of Artificial Intelligence*. Built In. Retrieved June 8, 2022, from https://builtin.com/artificial-intelligence/risks-of-artificial-intelligence

Mitigating the Risks of AI Many believe the only way to prevent or at least temper the most malicious AI from wreaking havoc is some sort of regulation. “I am not normally an advocate of regulation and oversight — I think one should generally err on the side of minimizing those things — but this is a case where you have a very serious danger to the public,” Musk said at SXSW. “It needs to be a public body that has insight and then oversight to confirm that everyone is developing AI safely. This is extremely important.” Ford agrees — with a caveat. Regulation of AI implementation is fine, he said, but not of the research itself. “You regulate the way AI is used,” he said, “but you don’t hold back progress in basic technology. I think that would be wrong-headed and potentially dangerous.” “You regulate the way AI is used ... but you don’t hold back progress in basic technology. I think that would be wrong-headed and potentially dangerous.” Because any country that lags in AI development is at a distinct disadvantage — militarily, socially and economically. The solution, Ford continued, is selective application: “We decide where we want AI and where we don’t; where it’s acceptable and where it’s not. And different countries are going to make different choices. So China might have it everywhere, but that doesn’t mean we can afford to fall behind them in the state-of-the-art.” Speaking about autonomous weapons at Princeton University, American General John R. Allen emphasized the need for “a robust international conversation that can embrace what this technology is.” If necessary, he went on, there should also be a conversation about how best to control it, be that a treaty that fully bans AI weapons or one that permits only certain applications of the technology. For Havens, safer AI starts and ends with humans. His chief focus, upon which he expounds in his 2016 book, is this: “How will machines know what we value if we don’t know ourselves?” In creating AI tools, he said, it’s vitally important to “honor end-user values with a human-centric focus” rather than fixating on short-term gains. “Technology has been capable of helping us with tasks since humanity began,” Havens wrote in Heartificial Intelligence. “But as a race we’ve never faced the strong possibility that machines may become smarter than we are or be imbued with consciousness. This technological pinnacle is an important distinction to recognize, both to elevate the quest to honor humanity and to best define how AI can evolve it. That’s why we need to be aware of which tasks we want to train machines to do in an informed manner. This involved individual as well as societal choice.” The World Economic Forum discusses implementing responsible AI AI researchers Fei-Fei Li and John Etchemendy, of Stanford University’s [Institute for Human-Centered Artificial Intelligence](https://hai.stanford.edu/), feel likewise. In a recent blog post, they proposed involving numerous people in an array of fields to make sure AI fulfills its huge potential and strengthens society instead of weakening it: “Our future depends on the ability of social- and computer scientists to work side-by-side with people from multiple backgrounds — a significant shift from today’s computer science-centric model,” they wrote. “The creators of AI must seek the insights, experiences and concerns of people across ethnicities, genders, cultures and socio-economic groups, as well as those from other fields, such as economics, law, medicine, philosophy, history, sociology, communications, human-computer-interaction, psychology, and Science and Technology Studies (STS). This collaboration should run throughout an application’s lifecycle — from the earliest stages of inception through to market introduction and as its usage scales.”

#### Pursuit of capital from AI development makes arms race inevitable

**Thomas, 21 --** Thomas, M. (2021, July 7). *7 dangerous risks of Artificial Intelligence*. Built In. Retrieved June 8, 2022, from https://builtin.com/artificial-intelligence/risks-of-artificial-intelligence

Russakovsky said. “We’re a fairly homogeneous population, so it’s a challenge to think broadly about world issues.” In the same article, Google researcher Timnit Gebru said the root of bias is social rather than technological, and called scientists like herself “some of the most dangerous people in the world, because we have this illusion of objectivity.” The scientific field, she noted, “has to be situated in trying to understand the social dynamics of the world, because most of the radical change happens at the social level.” And technologists aren’t alone in sounding the alarm about AI’s potential socio-economic pitfalls. Along with journalists and political figures, Pope Francis is also speaking up — and he’s not just whistling Sanctus. At a late-September Vatican meeting titled, “The Common Good in the Digital Age,” Francis warned that AI has the ability to “circulate tendentious opinions and false data that could poison public debates and even manipulate the opinions of millions of people, to the point of endangering the very institutions that guarantee peaceful civil coexistence.” “If mankind’s so-called technological progress were to become an enemy of the common good,” he added, “this would lead to an unfortunate regression to a form of barbarism dictated by the law of the strongest.” **A big part of the problem**, Messina said, **is the private sector’s pursuit of profit above all else**. Because “that’s what they’re supposed to do,” he said. “And so they’re not thinking of, ‘What’s the best thing here? What’s going to have the best possible outcome?” “The mentality is, ‘If we can do it, we should try it; let’s see what happens,” he added. “‘And if we can make money off it, we’ll do a whole bunch of it.’ But that’s not unique to technology. That’s been happening forever.’” AUTONOMOUS WEAPONS AND A POTENTIAL AI ARMS RACE Not everyone agrees with Musk that AI is more dangerous than nukes, including Ford. But what if AI decides to launch nukes — or, say, biological weapons — sans human intervention? Or, what if an enemy manipulates data to return AI-guided missiles whence they came? Both are possibilities. And both would be disastrous. The more than 30,000 AI/robotics researchers and others who signed an [open letter](https://futureoflife.org/open-letter-autonomous-weapons/) on the subject in 2015 certainly think so. “The key question for humanity today is whether to start a global AI arms race or to prevent it from starting,” they wrote. “If any major military power pushes ahead with AI weapon development, **a global arms race is virtually inevitable**, and the endpoint of this technological trajectory is obvious: autonomous weapons will become the Kalashnikovs of tomorrow. Unlike nuclear weapons, they require no costly or hard-to-obtain raw materials, so they will become ubiquitous and cheap for all significant military powers to mass-produce. It will only be a matter of time until they appear on the black market and in the hands of terrorists, dictators wishing to better control their populace, warlords wishing to perpetrate ethnic cleansing, etc. Autonomous weapons are ideal for tasks such as assassinations, destabilizing nations, subduing populations and selectively killing a particular ethnic group. We therefore believe that a military AI arms race would not be beneficial for humanity. There are many ways in which AI can make battlefields safer for humans, especially civilians, without creating new tools for killing people.” (The U.S. Military’s proposed budget for 2020 is $718 billion. Of that amount, nearly $1 billion would support AI and machine learning for things like logistics, intelligence analysis and, yes, weaponry.) A [story in Vox](https://www.vox.com/future-perfect/2018/12/21/18126576/ai-artificial-intelligence-machine-learning-safety-alignment) detailed a frightening scenario involving the development of a sophisticated AI system “with the goal of, say, estimating some number with high confidence. The AI realizes it can achieve more confidence in its calculation if it uses all the world’s computing hardware, and it realizes that releasing a biological superweapon to wipe out humanity would allow it free use of all the hardware.

### China

Responds to Franke 21 – strong NATO front means US becomes tech leader

#### China wants to be AI tech leader by 2030 but lags in productivity

**Creemers et al, 2017 --** Creemers, R., Triolo, P., Webster, G., & Kania, E. B. (2017, August 1). *China's plan to 'lead' in AI: Purpose, prospects, and Problems*. New America. Retrieved June 13, 2022, from https://www.newamerica.org/cybersecurity-initiative/blog/chinas-plan-lead-ai-purpose-prospects-and-problems/

China’s Plan to ‘Lead’ in AI: Purpose, Prospects, and Problems The present global verve about artificial intelligence (AI) and machine learning technologies has resonated in China as much as anywhere on earth. With the State Council’s [issuance](http://www.gov.cn/zhengce/content/2017-07/20/content_5211996.htm) of the “New Generation Artificial Intelligence Development Plan” (AIDP, 新一代人工智能发展规划) on July 20, China’s government set out an ambitious roadmap including targets through 2030. Meanwhile, in China’s leading cities, flashy conferences on AI have become commonplace. It seems every mid-sized tech company wants to show off its self-driving car efforts, while numerous financial tech start-ups tout an AI-driven approach. Chatbot startups clog investors’ date books, and Shanghai metro ads pitch AI-taught English language learning. [View the full translation here.](https://www.newamerica.org/cybersecurity-initiative/digichina/blog/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/) The surge of showmanship and investment in the private sector is paralleled by a new focus among officials and policy thinkers in academia, civilian and military sectors of government, and major companies. Questions about how to regulate AI, and how to develop and use it ethically, have become a major topic for China’s digital policy brain trust in recent months. At this point, investors, policymakers, and even engineers might wonder where the hype ends and the reality of China’s agenda for “AI 2.0” begins. This new development plan is certainly (and typically for an aspirational central government document) packed with vagaries and grandiose ambitions, as China declares its intentions to pursue a “first-mover advantage” to become “the world’s primary AI innovation center” by 2030. Nonetheless, the plan contains real signals and measures worthy of attention. Its specific and nonspecific goals, its bureaucratic positioning, and its long time-horizon make it an important reference point for a wide variety of policy, business, and security developments in coming years. In this three-part brief, produced by a team of analysts with diverse backgrounds who have jointly [translated the plan in full](https://www.newamerica.org/cybersecurity-initiative/digichina/blog/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/), we present three perspectives on the new document and China’s AI development trajectory. In part one, Rogier Creemers of the Leiden Asia Centre puts the plan in the context of China’s own framework for regulatory problem-solving. In part two, Paul Triolo of the Eurasia Group and Graham Webster of Yale Law School’s Paul Tsai China Center describe the prospects for leadership in AI and China’s policy world linked with the plan. And in part three, Elsa Kania addresses China’s pursuit of indigenous innovation to enable its advances in next-generation AI. Part I: Not a Moonshot, but a Legacy of Central Planning By Rogier Creemers In order to understand the drivers for the drafting of the New Generation Artificial Intelligence Development Plan, it is instructive to position it within the logic of Chinese development planning. Chinese policymaking resembles a champagne pyramid, in which the topmost glass represents what is called the “dominant contradiction”: the fundamental tension animating a particular historical phase. Analysis of this tension then produces a cascade of subordinate problems at various layers, all of which must be solved in order to defuse the dominant contradiction and move forward to the next stage. This intellectual construct is a persistent residue of the economic planning of yore. The dominant contradiction at present, according to China’s central leadership, is the tension between the Chinese nation’s high material needs and its comparatively lagging productivity. This manifests in both comparative material poverty, and weak and ineffectual government.

#### Shortcuts and pressure to advance led to data and privacy insecurity

**Creemers et al, 2017 --** Creemers, R., Triolo, P., Webster, G., & Kania, E. B. (2017, August 1). *China's plan to 'lead' in AI: Purpose, prospects, and Problems*. New America. Retrieved June 13, 2022, from https://www.newamerica.org/cybersecurity-initiative/blog/chinas-plan-lead-ai-purpose-prospects-and-problems/

Since the days of Deng Xiaoping, China has looked to science and technology as critical in overcoming these issues, leading to considerable efforts to acquire, borrow or sometimes outright purloin foreign know-how, as well as develop China’s own innovative capability. In recent years, “indigenous innovation” has received greater emphasis in an effort to move up the global value chain. Reliance on foreign technology is also seen as a security risk (although China’s case isn’t helped by the fact that, for instance, it long condoned the widespread installation of unlicensed and therefore unsecured versions of Windows). In this process, China has progressed through various iterations of what it calls “informatization.” In governmental affairs, this included, amongst others, making government data transparent, opening government websites and social media accounts, and expanding Internet access to enable the better provision of public services. This agenda has served multiple, sometimes conflicting objectives, including social and economic development, but also expanding the ability of the central government to obtain information about local goings-on. As a result, its implementation record is mixed. On the one hand, China’s Internet penetration rate is growing rapidly, and some of its businesses have become phenomenally successful; on the other hand, a lack of focus on security and compatibility led to severe infrastructural and security issues that still linger today. The current AI agenda has one of the same problems as the mixed-objective informatization drive: It is not a moonshot. The objective of sending someone to the Moon and back safely had the advantage of simplicity and clarity. In comparison, the current plan looks rather like a Santa’s list of desiderata and objectives, but with little insight into how these should be achieved other than by throwing money at the problem. Several particular sections, phrases, and terms are clearly included not for policy effect, but to soothe ruffled feathers within a complex bureaucracy where consensus is required. That being said, it would be a mistake to assume the creation of these plans is merely a paper-generating exercise. Real political capital is spent on drafting a document such as this, and considerable resources will be invested in its implementation. Moreover, it would also be an error to merely see this as a Chinese ploy for world domination. While analysts tend to look mostly at the way in which Chinese policies influence global affairs or the fates of “our” companies, the focus on the Chinese side lies squarely with addressing the enormous societal challenges that China knows it faces. While foreign observers have emphasized the role that AI may play in modernizing China’s military, this is only one goal among others, for instance mitigating the exploding costs of healthcare in a rapidly aging country, providing more effective transportation in China’s metropolitan areas, or making civil servants more accountable for their conduct. Part II: Visions of Leadership for China in AI, and for Tech in Chinese Politics By Paul Triolo and Graham Webster In laying out its top-line goals for economic development and AI, the new State Council plan declares that in under a decade, AI will become “the main driving force for China’s industrial upgrading and economic transformation.” Statements such as these underline the ambition captured in the plan itself, but as always in Chinese politics, attention is also due to whose interests and ambitions are driving a given agenda. Promising government investment, and recognizing where China lags. The plan prescribes a high level of government investment in theoretical and applied AI breakthroughs (see Part III below for more), while also acknowledging that, in China as around the world --

#### AI capabilities are vast but China’s focus is political capital and the private sector

**Creemers et al, 2017 --** Creemers, R., Triolo, P., Webster, G., & Kania, E. B. (2017, August 1). *China's plan to 'lead' in AI: Purpose, prospects, and Problems*. New America. Retrieved June 13, 2022, from https://www.newamerica.org/cybersecurity-initiative/blog/chinas-plan-lead-ai-purpose-prospects-and-problems/

-- private companies are currently leading the charge on commercial applications of AI. Large companies in cloud services, e-commerce, social media, or other sectors with access to large troves of data that can be used to train AI algorithms are naturally positioned to lead in a variety of fields, including facial recognition, voice recognition, and natural language processing. The plan acknowledges, meanwhile, that China remains far behind world leaders in development of key hardware enablers of AI, such as microchips suited for machine learning use (e.g., GPUs or re-confirgurable processors). The plan’s ambition is underlined by its recognition of the hard road ahead. Reconciling advances in AI with risks of disruption. With the proliferation of AI, China’s government recognizes that new risks and challenges will arise for governance, economic security, and social stability. The plan also focuses on minimizing these risks to ensure the “safe, reliable, and controllable” development of AI. The plan includes formulation of laws, regulations, and ethical norms on AI, as well as mechanisms for safety and supervision. The plan seeks to mitigate likely negative externalities, such as job losses, associated with AI, while fully leveraging the opportunities. The Political Layer Harnessing the rise of AI to keep science and technology bureaucrats relevant. The new plan is clearly driven by China’s waning Ministry of Science and Technology (MOST) and related science and technology (S&T) bureaucracy, as it links progress in AI with virtually every other S&T program of note. In the plan, the a National S&T Structural Reform and Innovation Systems Construction Leading Small Group, one of the several coordinating bodies (including the sometimes competing “Cybersecurity and Informatization” group that sits above the Cyberspace Administration of China) through which President Xi Jinping exercises influence and power, is heralded as the driver of the AI program and particularly the AI-related legal and regulatory system that the plan calls for. In addition, the plan calls to create a new AI Plan Promotion Office within MOST. For China’s government, another digital solution to provide public goods. One theme of the plan is that AI can serve as a vehicle through which the Chinese government can provide better governance to the Chinese people, using AI to drive smart cities, smart government, smart manufacturing, and forming the infrastructure for a smart society. According to the plan’s lofty aspirations, AI applications in agriculture, transportation, social security, pension management, public security, and a host of other government functions will enable the government to provide new levels of service and benefit to the Chinese nation. Informatization-linked governance improvements are not a new idea for China. A decade ago, governance sections in big Chinese bookstores started to fill with future-oriented e-government titles, which are joined now by guides on modernizing government services through the earlier official “Internet Plus” concept, and now how to interact with the public through microblogs and Tencent’s ubiquitous WeChat platform. Growing power for China’s tech players? If the application of AI tools in government becomes as successful as this plan envisions, it could create a comprehensive new power source within China’s Party-state architecture, similar to the way China’s security apparatus did during the tenure of the now-imprisoned former chief Zhou Yongkang. Moreover, AI capabilities could increase the influence and wherewithal of the tech industry within Chinese society and politics. The AI plan is yet another signal validating the increasing flow of elite money into the high-tech sector generally and AI and automation-related ventures in particular.

Responds to Konaev & Nurkin 2022 – investments are needed for tech leadership

#### China’s rapid AI advancement already causing tensions between them and US. This increases skepticism of Chinese AI investments

**Creemers et al, 2017 --** Creemers, R., Triolo, P., Webster, G., & Kania, E. B. (2017, August 1). *China's plan to 'lead' in AI: Purpose, prospects, and Problems*. New America. Retrieved June 13, 2022, from https://www.newamerica.org/cybersecurity-initiative/blog/chinas-plan-lead-ai-purpose-prospects-and-problems/

Consequently, the Chinese government is encouraging its own AI enterprises to pursue an approach of “going out,” including through overseas mergers and acquisitions, equity investments, and venture capital, as well as the establishment of research and development centers abroad. These measures will undoubtedly prove controversial in some quarters and could provoke further frictions. For instance, Chinese investments in Silicon Valley AI startups have fueled a current U.S. debate on whether to broaden the remit of the Committee on Foreign Investment in the United States (CFIUS) to expand reviews of Chinese high-tech investments, particularly in AI. However, in the longer term, China will likely become less dependent upon foreign innovation resources as its own capacity advances. Cognizant of these challenges, China plans to develop resources and ecosystems conducive to the goal of becoming a “premier innovation center” in AI science and technology by 2030. In support of this goal, the plan calls for an “open source and open” approach that takes advantage of synergies among industry, academia, research, and applications, including through creating AI “innovation clusters.” In practice, such an open and collaborative approach would involve the establishment of open-source, shared platforms and infrastructures for the enabling hardware and software. Certain tools and resources could be designed for common use by a variety of stakeholders and enterprises, including a data resource library, cloud service platforms, and methods to evaluate AI systems. Critically, the Chinese leadership and Chinese companies prioritize the attraction and development of leading talent in AI as a vital enabler of competitiveness. To achieve this, the Chinese government plans to continue to use a number of recruitment and talent programs, such as the “Thousand Talents” plan, which seeks to incentivize scientists in strategic domains to pursue their research in China. Concurrently, the Chinese government will focus on improving education and training in AI to strengthen its talent pool. In practice, this will entail the construction of a new AI discipline, including the establishment of AI majors in universities, the founding of dedicated AI institutes, and the expansion of enrollment in master’s and Ph.D. programs. The introduction of new higher education and vocational training programs will help to prepare China’s workforce for AI’s disruption of current employment structures.

### Russia

### LAWs used by Russia are lagging – need significant data training

**Allen, 5/26 --** Allen, G. C. (2022, May 26). *Russia probably has not used AI-enabled weapons in Ukraine, but that could change*. Russia Probably Has Not Used AI-Enabled Weapons in Ukraine, but That Could Change | Center for Strategic and International Studies. Retrieved June 13, 2022, from https://www.csis.org/analysis/russia-probably-has-not-used-ai-enabled-weapons-ukraine-could-change

In March, WIRED ran a [story](https://www.wired.com/story/ai-drones-russia-ukraine/) with the headline “Russia's Killer Drone in Ukraine Raises Fears About AI in Warfare,” with the subtitle, “The maker of the lethal drone claims that it can identify targets using artificial intelligence.” The story focused on the KUB-BLA, a small kamikaze drone aircraft that smashes itself into enemy targets and detonates an onboard explosive. The KUB-BLA is made by ZALA Aero, a subsidiary of the Russian weapons manufacturer Kalashnikov (best known as the maker of the AK-47), which itself is partly owned by Rostec, a part of Russia’s government-owned defense-industrial complex. The WIRED story understandably attracted a lot of attention, but those who only read the sensational headline missed the article’s critical caveat: “It is unclear if the drone may have been operated in this [an AI-enabled autonomous] way in Ukraine.” [Other](https://www.army-technology.com/projects/zala-kyb-strike-drone-russia/) outlets re-reported the WIRED story, but irresponsibly did so without the caveat. WIRED’s assessment that Kalashnikov claims the KUB-BLA “boasts the ability to identify targets using artificial intelligence” is based on two main pieces of evidence: a Kalashnikov [press release](https://kalashnikov.media/article/technology/zala-aero-predstavila-novuyu-tekhnologiyu-na-osnove-iskusstvennogo-intellekta) about ZALA Aero’s “Artificial Intelligence Visual Identification (AIVI)” capabilities for its unmanned aircraft, and the original Kalashnikov press release [announcing](https://kalashnikovgroup.ru/media/bespilotnye-letatelnye-apparaty/kontsern-kalashnikov-razrabotal-vysokotochnyy-udarnyy-bespilotnyy-kompleks-kub-bla) the KUB-BLA in 2019. However, these two pieces of evidence are less than they seem. The Russian-language AIVI press release never mentions the KUB-BLA or military applications. Instead, it describes a ZALA Aero machine-learning AI drone product line that is marketed to industrial and agricultural sectors. Incorporating modern machine-learning AI into military applications is significantly more difficult than in industrial or agricultural applications. Modern machine-learning AI using deep neural networks offers the opportunity for incredible gains in performance, but that performance depends on having **lots of training data during development**. Moreover, that training data needs to closely resemble operational conditions. In general, it is much easier to get such training data from commercial customers than from an enemy military, especially if friendly weapons systems and sensors do not often come within range of enemy ones. The most mature military AI applications are ones like satellite reconnaissance: even in peacetime, satellites get to take a lot of pictures of Russian and Chinese military forces, and those pictures can be digitally labeled by human experts to turn them into training data. Training data is what machine learning AI systems learn from. The combination of a learning algorithm and training data is how AI systems learn to recognize what is in the image. But training data is generally application-specific. Satellite image recognition training data only helps build satellite image recognition AI. One cannot magically use labeled satellite image data to train an AI for a robotic drone’s targeting computer (at least not with today’s technology).

#### Russian advancement of LAWs means more violence against Ukraine

**Allen, 5/26 --** Allen, G. C. (2022, May 26). *Russia probably has not used AI-enabled weapons in Ukraine, but that could change*. Russia Probably Has Not Used AI-Enabled Weapons in Ukraine, but That Could Change | Center for Strategic and International Studies. Retrieved June 13, 2022, from https://www.csis.org/analysis/russia-probably-has-not-used-ai-enabled-weapons-ukraine-could-change

Getting enough of the right sort of training data to incorporate modern AI into, say, a robotic tank’s targeting computer, is a much tougher technical challenge. It is not impossible in principle, but in practice, there are far fewer opportunities to collect the right sort of training data. This is not to say Russia has not tried. In the past, Rostec and Kalashnikov executives have [not been shy](https://iz.ru/1126653/aleksei-ramm/u-rossii-est-svoia-lineika-bespilotnikov-kamikadze) about their [attempts](https://www.rt.com/news/395375-kalashnikov-automated-neural-network-gun/) to develop weapons that successfully combine modern AI and combat autonomy, so it would be odd if they had succeeded in doing so with the KUB-BLA and not disclosed it in their marketing materials. Kalashnikov has been heavily promoting the KUB-BLA for both Russian and [international customers](https://eritreahub.org/eritrea-receives-8-russian-zala-kyb-drones-in-return-for-russian-military-base). What does Kalashnikov say about the KUB-BLA specifically? The 2019 [KUB-BLA announcement](https://en.kalashnikovgroup.ru/media/bespilotnye-letatelnye-apparaty/kontsern-kalashnikov-razrabotal-vysokotochnyy-udarnyy-bespilotnyy-kompleks-kub-bla) states that the system has two means of delivering the drone and its explosive warhead to target coordinates: “The target coordinates are specified manually or acquired from [the sensor] payload targeting image.” The vague latter description is what led many to assume KUB-BLA was using AI. However, “payload targeting image” is consistent with how many other precision-guided munitions and drone loitering munitions work, including ones that do not use any advanced AI capabilities. A Rostec executive specifically [described](https://iz.ru/1126653/aleksei-ramm/u-rossii-est-svoia-lineika-bespilotnikov-kamikadze) the KUB-BLA as a Russian “domestic analogue” to the Israeli-built [Orbiter 1K](https://aeronautics-sys.com/home-page/page-systems/page-systems-orbiter-1k-muas/) drone, which looks nearly identical. The Orbiter 1K [comes with](https://www.flightglobal.com/military-uavs/aeronautics-producing-hundreds-of-armed-orbiter-1ks/123233.article) a ground control station where human operators monitor the video coming from the drone’s sensor and select targets directly from the video feed. In other words, a human has already selected the target prior to the drone attacking it, and the drone is only autonomously maintaining target lock and navigating to the target, not autonomously selecting and deciding to engage targets. Autonomy over decisions to “select and engage targets” is the specific standard in U.S. Department of Defense [policy](https://www.esd.whs.mil/portals/54/documents/dd/issuances/dodd/300009p.pdf) as to what qualifies as an “autonomous weapon system.” Fire and forget munitions—which is the standard term used to describe not only the Orbiter 1K, but also [heat-seeking missiles](https://apps.dtic.mil/sti/citations/ADA454087) like the Javelin and Stinger—do not qualify as autonomous weapons. Those heat-seeking missiles do not use modern deep neural network machine learning, but they do use thermal image processing algorithms that were once considered state of the art. They, and many more systems like them, have been in use for decades by dozens of militaries around the world. It is possible that the KUB-BLA received some kind of lethal AI-targeting upgrade prior to being used in Ukraine, but that is doubtful. Neither WIRED nor anyone else has provided evidence that this is the case. If the weapon did have those capabilities, it is unlikely that Kalashnikov would fail to mention them. The company has [bragged](https://t.me/kalashnikovnews/747) about KUB-BLA’s recent [use](https://twitter.com/RALee85/status/1526845570551357440) in Ukraine, and in the past Kalashnikov has [openly talked](https://tass.com/defense/954894) about seeking to develop a “fully automated combat module” based on AI deep neural network technology.

Responds to Laird 20 – cooperation with AI fosters diplomacy

#### Even with limited advancement, increased accessibility emboldens Russia to deploy LAWs without data training

**Allen, 5/26 --** Allen, G. C. (2022, May 26). *Russia probably has not used AI-enabled weapons in Ukraine, but that could change*. Russia Probably Has Not Used AI-Enabled Weapons in Ukraine, but That Could Change | Center for Strategic and International Studies. Retrieved June 13, 2022, from https://www.csis.org/analysis/russia-probably-has-not-used-ai-enabled-weapons-ukraine-could-change

In sum, there is little reason to believe that Russia is using AI-enabled autonomous weapons in Ukraine, yet. That is the good news. The bad news is that, if Russia’s unlawful war in Ukraine drags on, Russia has the intent and likely has the means to deploy autonomous weapons, with or without advanced AI. Regarding means, a recent [report](https://ria.ru/20220414/tekhnika-1783437321.html) by Russian news outlet RIA Novosti interviewed an unnamed Russian military source that is worth quoting (via Microsoft’s automatic translation) at length: Russian reconnaissance and reconnaissance-strike UAVs will receive a digital catalog with electronic [optical and infrared] images of military equipment adopted in NATO countries. This will allow them to automatically identify it on the battlefield and create a map of the location of enemy positions directly onboard the device, which will be broadcast to the command post. . . . It is formed due to neural network training algorithms, which makes it possible to accurately determine the samples of equipment in a wide variety of environmental conditions, including with a short exposure (the technique is visible for several seconds or less), as well as when only part of the sample falls into the field of view of the drone—when, for example, only part of any combat vehicle is visible from cover. As mentioned above, collecting adequate training data remains a significant hurdle for many military AI development projects. While the invasion of Ukraine has been a disaster in many ways for the Russian military, NATO has provided weapons and equipment to Ukraine that offers the best opportunity yet to collect operational training data for new AI models and more diverse military AI applications. The anonymous quote suggests that Russia’s military is taking this opportunity seriously. Of course, domestic opposition to the war has caused an [exodus](https://www.nytimes.com/2022/04/13/technology/russia-tech-workers.html) of tech workers from Russia, and the sanctions levied against Russia have left it with [major shortages](https://www.wsj.com/articles/chip-sanctions-challenge-russias-tech-ambitions-11647682202) of the semiconductor chips needed to make advanced AI systems. These are major challenges, but advanced AI is not required to endow weapons with all types of lethal autonomous capabilities, only a willingness to delegate decisions and freedom to military machines. The Israeli-built Harpy [autonomous weapon](https://www.iai.co.il/p/harpy), which can loiter in the air over a battlefield for hours while searching for enemy radar emissions to attack, dates back to the late 1980s. In addition to the KUB-BLA, Kalashnikov makes another drone called the [Lancet](https://rostec.ru/news/udarnyy-bespilotnik-lantset-kope-xxi-veka/), which the aforementioned Rostec executive describes as a Russian analogue to the more modern [Harpy-2](https://www.iai.co.il/p/harop) (aka Harop). Kalashnikov [claims](https://en.kalashnikovgroup.ru/media/bespilotnye-letatelnye-apparaty/kalashnikov-predstavil-vysokotochnyy-udarnyy-bespilotnyy-kompleks-zala-lantset) the following about the Lancet: [The Lancet] is a smart multipurpose weapon, capable of autonomously finding and hitting a target. The weapon system consists of precision strike component, reconnaissance, navigation and communications modules. It creates its own navigation field and does not require ground or sea-based infrastructure.

#### Putin chasing the military edge for AI now, violence against Ukraine proves prolif of LAWs will only lead to more violence

**Allen, 5/26 --** Allen, G. C. (2022, May 26). *Russia probably has not used AI-enabled weapons in Ukraine, but that could change*. Russia Probably Has Not Used AI-Enabled Weapons in Ukraine, but That Could Change | Center for Strategic and International Studies. Retrieved June 13, 2022, from https://www.csis.org/analysis/russia-probably-has-not-used-ai-enabled-weapons-ukraine-could-change

Kalashnikov is clearly marketing the Lancet as a capable autonomous weapon but also one that can be remotely controlled depending on user preference. The Russian military has already used the Lancet for combat operations in [Syria](https://voi.id/en/news/79902/successfully-carrying-out-mission-in-syria-kamikaze-flying-kalashnikov-drone-zala-lancet-ready-to-undertake-state-trials) in its remotely controlled mode, but observers have not yet confirmed that the Lancet is being used in Ukraine. Once it shows up, Russia will likely be tempted to turn on Lancet’s autonomous weapon functionality—that is, if the system’s performance matches Kalashnikov’s advertising. Remotely piloted drones have demonstrated [effectiveness](https://www.bbc.com/news/world-60047328) in the war in Ukraine that exceeded most analysts’ expectations before the war, when drones were often viewed as useful in counterinsurgency operations, but [not a high-end conflict](https://www.defensenews.com/air/2021/05/26/get-ready-for-another-fight-over-the-future-of-the-mq-9-reaper/) against a technologically sophisticated adversary like Russia. In military technology competition, however, each successful move leads to a countermove. Many analysts feel that the weak point in current drone weapons is their reliance on a high-bandwidth communications link to their human remote controllers. If the war in Ukraine drags on for many more months or years, expect both sides to more widely deploy jammers and other [electronic warfare](https://www.thedefensepost.com/2018/05/01/russia-syria-electronic-warfare/) systems to [counter drones](https://www.politico.com/story/2017/09/02/army-study-173rd-airborne-brigade-europe-russia-242273). Elimination or reduction of remote piloting options will naturally lead Russia to desire [greater autonomy](https://www.cna.org/reports/2021/05/ai-and-autonomy-in-russia) in their drone weapons. Regarding intent, Russia has [consistently played](https://www.washingtonpost.com/technology/2022/03/11/autonomous-weapons-geneva-un/) the role of stubborn obstructionist through years of UN expert discussions about developing new international norms or codes of conduct for the development and use of autonomous weapons. Most countries around the world are being cautious with the introduction of military AI. Much of the [AI ethics](https://www.csmonitor.com/USA/Military/2022/0428/War-ethics-Are-drones-in-Ukraine-a-step-toward-robots-that-kill) and autonomous weapons debate has been heavily focused on whether or not using AI increases the risk of technical accidents and harm to civilians. But Russia’s unprovoked war in Ukraine is a tragic reminder that, while unintentional harm to civilians is a real tragedy, there is also the unsolved problem of intentional harm to civilians. The Russian military has routinely attacked not only [residential neighborhoods](https://www.bbc.com/news/av/world-europe-60536614), but [hospitals and humanitarian organizations](https://www.youtube.com/watch?v=6uZvbyPNOPg). Finally, Russia’s human soldiers in Ukraine have suffered heavy losses and reportedly [deserted](https://www.rferl.org/a/russia-ukraine-treason-soldiers-refusing-to-fight/31806466.html) in large numbers. Faced with such frustrations, there’s little reason to doubt Russian president Vladimir Putin would use lethal autonomous weapons if he thought it would provide a military edge. The United States and its allies need to start thinking about how to ensure that he does not.

### Solvency

Responds to Franke 21 – AI coop maintains US tech leadership

#### NATO must shift focus now. Technological advances cannot succeed without personnel training and adaptation

**Dolan, 6/8** -- Dolan, C. (2022, June 8). *NATO's 2022 strategic concept must enhance digital access and capacities*. Just Security. Retrieved June 12, 2022, from https://www.justsecurity.org/81839/natos-2022-strategic-concept-must-enhance-digital-access-and-capacities/

To deter hybrid threats across multiple domains, with enhanced access on different digital platforms, NATO members should develop smarter and lethal capabilities to confront threats from state and non-state actors. This would allow ACT and ACO to prepare for any contingency and respond to adversaries in battlefields and battlespaces. Plug and Play The 2022 Strategic Concept encourages collaboration in the implementation of guidelines and procedures through a “plug-and-play” concept, in which platforms and systems are optimized for readiness and response at lightning speed. Plug-and-play is based on approaches used in commercial software that allow for innovation and easy access to networks and systems through secure platforms. The [NATO School Oberammergau](https://www.natoschool.nato.int/) should offer platform training and education courses programs in mobile access for ACT and ACO personnel with appropriate security clearances. This would allow them to access the appropriate platform and utilize data and information necessary for their tasks and responsibilities. For example, NATO’s [Small Arms and Light Weapons (SALW) and Mine Action (MA) Information Sharing Platform](https://salw.hq.nato.int/) contains rich and publicly available datasets on the roles played by the alliance in mitigating the illicit trade in small arms, tanks, aircraft, and naval vessels. It reports and updates NATO-funded projects to prevent adversaries from acquiring these weapons. However, the SALW-MA platform is outdated and not user friendly, impeding its functionality in practice. Put simply, NATO’s ACT and ACO should focus as much on easing access to information as it does on advanced technologies and conventional weaponry. This would provide NATO with useful tools to access data and intelligence on the strategic, operational, and tactical levels and in land, sea, air, space, and cyber domains using devices and platforms that can seamlessly connect in different locations. But NATO Commands cannot simply expect its existing personnel to adapt. They must be trained and educated on a regular basis to use digital infrastructures in ways that make their jobs easier. On the strategic level, the 2022 Strategic Concept must provide NATO’s political and military leaders with flexibility and resources to discern the diversity of hybrid threats in the environment. NATO’s strategic planners, cyber operators, and warfighters should be trained and educated in relevant digital platforms, access, and sharing data and information in ways that improve collaborative decision-making and collective defense. On the operations level, personnel must be given enough space to share data and intelligence as well as to train tactical level personnel on software that enables them to collect, analyze, process, and disseminate information quickly and easily across multiple domains. Addressing these challenges is difficult for just one nation-state, let alone for all 30 NATO members. Therefore, the 2022 Strategic Concept should emphasize connectivity between member states in multi-domain operations and in collaboration with the private sector and academia. Accessibility to information and data sharing among NATO members should be securitized and harmonized.

#### AI is detrimental to human rights and privacy. Through the private sector and governments around the globe, we are at an unprecedented level of surveillance

**Dziedzic, 21 --** Dziedzic, M. (2021, September 15). *Urgent action needed over artificial intelligence risks to human rights | | UN news*. United Nations. Retrieved June 14, 2022, from https://news.un.org/en/story/2021/09/1099972

Urgent action is needed as it can take time to assess and address the serious risks this technology poses to human rights, warned the High Commissioner: “The higher the risk for human rights, the stricter the legal requirements for the use of AI technology should be”. Ms. Bachelet also called for AI applications that cannot be used in compliance with international human rights law, to be banned. “Artificial intelligence can be a force for good, helping societies overcome some of the great challenges of our times. But AI technologies can have negative, even catastrophic, effects if they are used without sufficient regard to how they affect people’s human rights”. Pegasus spyware revelations On Tuesday, the UN rights chief expressed concern about the "unprecedented level of surveillance across the globe by state and private actors", which she insisted was "**incompatible**" with human rights. She was [speaking](https://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=27455&LangID=E) at a Council of Europe hearing on the implications stemming from July’s [controversy over Pegasus spyware](https://news.un.org/en/story/2021/07/1096142). The Pegasus revelations were no surprise to many people, Ms. Bachelet told the Council of Europe's Committee on Legal Affairs and Human Rights, in reference to the widespread use of spyware commercialized by the NSO group, which affected thousands of people in 45 countries across four continents. ‘High price’, without action The High Commissioner’s call came as her office, [OHCHR](http://www.ohchr.org/EN/pages/home.aspx), published a report that analyses how AI affects people’s right to privacy and other rights, including the rights to health, education, freedom of movement, freedom of peaceful assembly and association, and freedom of expression. The document includes an assessment of profiling, automated decision-making and other machine-learning technologies. The situation is “dire” said Tim Engelhardt, Human Rights Officer, Rule of Law and Democracy Section, who was speaking at the launch of the report in Geneva on Wednesday. The situation has “not improved over the years but has become worse” he said. Whilst welcoming “the European Union’s agreement to strengthen the rules on control” and “the growth of international voluntary commitments and accountability mechanisms”, he warned that “we don’t think we will have a solution in the coming year, but the first steps need to be taken now or many people in the world will pay a high price”. OHCHR Director of Thematic Engagement, Peggy Hicks, added to Mr Engelhardt’s warning, stating “it's not about the risks in future, but the reality today. Without far-reaching shifts, the harms will multiply with scale and speed and we won't know the extent of the problem.”

#### NGOs oppose LAWs and insist on human operated machines – plan fails

**Gubrud, 3/2** – Gubrud, M. (2022, March 2). *Why should we ban autonomous weapons? to survive*. IEEE Spectrum. Retrieved June 8, 2022, from https://spectrum.ieee.org/why-should-we-ban-autonomous-weapons-to-survive

-- wasn't about banning teeny-tiny Kalashnikovs, but identifying the qualitatively distinct new things that emerging technologies would enable. One of my first ideas was a ban on autonomous kill decision by machines. “I knew that most people would agree we should not have killer robots, but when I started talking about banning them, people would mostly stare" I knew that most people would agree we should not have killer robots. This made lethal autonomy a bright red line at which it might be possible to erect a roadblock to the arms race. I also knew that unless we resolved not to cross that line, we would soon enter an era in which, once the fighting had started, the complexity and speed of automated combat, and the delegation of lethal autonomy as a military necessity, would put the war machines effectively beyond human control. But when I started to talk about banning killer robots, people would mostly stare. Military people angrily denied that anyone would even consider letting machines decide when to fire guns and at what or at whom. For many years the [U.S. military resisted autonomous weapons](http://www.acq.osd.mil/dsb/reports/AutonomyReport.pdf), concerned about their [legality, controllability and potential for friendly-fire accidents](http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4799401). Systems like the [CAPTOR mine](http://fas.org/man/dod-101/sys/dumb/mk60.htm), designed to autonomously launch a homing torpedo at a passing submarine, and the [LOCAAS mini-cruise missile](http://fas.org/man/dod-101/sys/smart/locaas.htm), designed to loiter above a battlefield and search for tanks or people to kill, were canceled or phased out. As late as 2013, a [poll](https://www.opendemocracy.net/charli-carpenter/how-scared-are-people-of-%E2%80%9Ckiller-robots%E2%80%9D-and-why-does-it-matter) conducted by [Charli Carpenter](http://people.umass.edu/charli/), a political science professor at the University of Massachusetts Amherst, found Americans against using autonomous weapons by 2-to-1, and tellingly, military personnel were among those most opposed to killer robots. Yet starting in 2001, the use of armed drones by the United States began to make the question of future autonomous weapons more urgent. In a [2004 article](http://gubrud.net/wp-content/uploads/2014/04/IEEE_Tech_Soc.pdf), Juergen Altmann and I declared that “Autonomous 'killer robots' should be prohibited" and added that “a human should be the decision maker when a target is to be attacked." In 2009, Altmann, a professor of physics at Technische Universität Dortmund, co-founded the [International Committee for Robot Arms Control](http://icrac.net/), and at its first conference a year later, I suggested [human control as a fundamental principle](http://icrac.net/2012/11/the-principle-of-humanity-in-conflict/). The unacceptability of machine decision in the use of violent force could be asserted, I argued, without need of scientific or legal justification. In 2012, [Human Rights Watch](https://www.hrw.org/) began to organize the [Campaign to Stop Killer Robots](http://www.stopkillerrobots.org/), a global coalition that now includes more than 60 nongovernmental organizations. The issue rose to prominence with astonishing speed, and the United Nations [Convention on Certain Conventional Weapons](http://www.unog.ch/80256EE600585943/(httpPages)/8FA3C2562A60FF81C1257CE600393DF6) (CCW) held its [first “Meeting of Experts on Lethal Autonomous Weapon Systems"](http://www.unog.ch/80256EE600585943/(httpPages)/A038DEA1DA906F9DC1257DD90042E261) in May 2014, and [another](http://www.unog.ch/80256EE600585943/(httpPages)/6CE049BE22EC75A2C1257C8D00513E26) the following year. This past April, the [third](http://www.unog.ch/80256EE600585943/(httpPages)/37D51189AC4FB6E1C1257F4D004CAFB2) such meeting concluded with a recommendation to form a “Group of Governmental Experts," the next step in the process of negotiating… something. Many statements at the CCW have endorsed human control as a guiding principle, and Altmann and I have suggested cryptographic proof of accountable human control as [a way to verify compliance](http://icrac.net/wp-content/uploads/2016/03/Gubrud-Altmann_Compliance-Measures-AWC_ICRAC-WP2-2.pdf) with a ban on autonomous weapons. Yet the CCW has not set a definite goal for its deliberations. And in the meantime, the killer robot arms race has taken off. FULL SPEED AHEAD In 2012, the Obama administration, via then-undersecretary of defense [Ashton Carter](http://www.defense.gov/About-DoD/Biographies/Biography-View/Article/602689/ashton-b-carter), directed the Pentagon to begin developing, acquiring, and using “autonomous and semi-autonomous weapon systems." [Directive 3000.09 has been widely misperceived](http://thebulletin.org/us-killer-robot-policy-full-speed-ahead) as a policy of caution; many accounts insist that it “requires a human in the loop." But instead of human control, the policy sets “appropriate levels of human judgment" as a guiding principle. It does not explain what that means, but senior officials are required --

## 2NC

### AT: “LAWs are good for military operations”

#### Over investment in AI can lead to overdependence, leading to fatally unintentional consequences such as nuclear war.

**Kallenborn, 22** (Zachary Kallenborn, Zachary Kallenborn is a research affiliate with the Unconventional Weapons and Technology Division of the National Consortium for the Study of Terrorism and Responses to Terrorism (START), a policy fellow at the Schar School of Policy and Government, a US Army Training and Doctrine Command “Mad Scientist,” and national security consultant, 2-1-2022, accessed on 6-13-2022, Bulletin of the Atomic Scientists, "Giving an AI control of nuclear weapons: What could possibly go wrong? - Bulletin of the Atomic Scientists", <https://thebulletin.org/2022/02/giving-an-ai-control-of-nuclear-weapons-what-could-possibly-go-wrong/>)

How autonomous nuclear weapons could go wrong. The huge problem with autonomous nuclear weapons, and really all autonomous weapons, is error. Machine learning-based artificial intelligences—the current AI vogue—rely on large amounts of data to perform a task. Google’s AlphaGo program beat the world’s greatest human go players, experts at the ancient Chinese game that’s even more complex than chess, by playing millions of games against itself to learn the game. For a constrained game like Go, that worked well. But in the real world, data may be biased or incomplete in all sorts of ways. For example, one hiring algorithm concluded being named Jared and playing high school lacrosse was the most reliable indicator of job performance, probably because it picked up on human biases in the data.

In a nuclear weapons context, a government may have little data about adversary military platforms; existing data may be structurally biased, by, for example, relying on satellite imagery; or data may not account for obvious, expected variations such as imagery in taken during foggy, rainy, or overcast weather.

#### And, wars utilizing autonomous weapons are more likely to escalate due to preemptive attacks.

**Laird, 16** (Burgess Laird, Burgess Laird is a Senior International Defense Researcher with the RAND Corporation and an adjunct instructor in the M.A. in Global Security Studies at Johns Hopkins University, 12-8-2016, accessed on 6-9-2022, Rand, "The Risks of Autonomous Weapons Systems for Crisis Stability and Conflict Escalation in Future U.S.-Russia Confrontations", https://www.rand.org/blog/2020/06/the-risks-of-autonomous-weapons-systems-for-crisis.html)

First, a state facing an adversary with AWS capable of making decisions at machine speeds is likely to fear the threat of sudden and potent attack, a threat that would compress the amount of time for strategic decisionmaking. The posturing of AWS during a crisis would likely create fears that one's forces could suffer significant, if not decisive, strikes. These fears in turn could translate into pressures to strike first—to preempt—for fear of having to strike second from a greatly weakened position. Similarly, within conflict, the fear of losing at machine speeds would be likely to cause a state to escalate the intensity of the conflict possibly even to the level of nuclear use.

#### LAWs result in arms race. Human operated weapons are just as effective

**Gubrud, 3/2** – Gubrud, M. (2022, March 2). *Why should we ban autonomous weapons? to survive*. IEEE Spectrum. Retrieved June 8, 2022, from https://spectrum.ieee.org/why-should-we-ban-autonomous-weapons-to-survive

Killer robots pose a threat to all of us. In the movies, this threat is usually personified as an evil machine bent on destroying humanity for reasons of its own. In reality, the threat comes from within us. It is the threat of war. In today's drone warfare, people kill other people from the safety of cubicles far away. Many do see something horrific in this. Even more are horrified by the idea of [replacing the operator with artificial intelligence](https://spectrum.ieee.org/automaton/robotics/artificial-intelligence/why-we-really-should-ban-autonomous-weapons), and dispatching autonomous weapons to hunt and kill without further human involvement. Proponents of [autonomous weapons](https://spectrum.ieee.org/robotics/military-robots/do-we-want-robot-warriors-to-decide-who-lives-or-dies) say their use is [inevitable and natural](https://spectrum.ieee.org/automaton/robotics/artificial-intelligence/we-should-not-ban-killer-robots), a mere extension of human will and judgment through the agency of machines. They question whether artificial intelligence will always be incapable of distinguishing civilians from combatants, or even of making reasonable tradeoffs between military gains and risk or harm to civilians. After all, [they argue](https://spectrum.ieee.org/automaton/robotics/artificial-intelligence/autonomous-robotic-weapons-could-reduce-civilian-casualties), people are often cruel and stupid, and soldiers under extreme stress sometimes go berserk and commit atrocities. What if autonomous weapons, used judiciously, could actually save lives of soldiers and civilians? I'll agree that we can imagine circumstances in which [using an intelligent autonomous weapon could cause less harm than a more destructive, dumb weapon,](https://spectrum.ieee.org/automaton/robotics/military-robots/ban-or-no-ban-hard-questions-remain-on-autonomous-weapons) if those were the only choices. But human-controlled robotic weapons could often be just as effective, or it might be possible to avoid violence altogether. Autonomous weapons [could malfunction, kill innocents, and nobody be held responsible.](https://spectrum.ieee.org/automaton/robotics/military-robots/autonomous-weapons-could-be-developed-for-use-within-years) Which kind of situation would occur most often, and whether autonomous weapons would be more or less deadly than their prohibition, assuming everything else would be the same, is endlessly debatable. “The major powers are developing autonomous missiles and drones that will hunt ships, subs, and tanks, and piecing together highly automated battle networks that will confront each other and have the capability of operating without human control" But everything else won't be the same. Proponents claim that machine intelligence and autonomous weapons will [revolutionize warfare](http://www.cnas.org/the-coming-swarm#.V02hIvkrKCg), and that no nation can risk letting its enemies have a monopoly on them. Even if this is exaggerated, it shows the potential for a strong stimulus to the global arms race. These technologies are being pursued most vigorously by the nuclear-armed nations. In the United States, they are touted as the answer to rising challenges from China and Russia, as well as from lesser powers armed with modern weaponry. The major powers are developing autonomous missiles and drones that will hunt ships, subs, and tanks, and piecing together highly automated battle networks that will confront each other and have the capability of operating without human control. **Autonomous weapons are a salient point of departure in a technology-fueled arms race that puts everyone in danger. That is why I believe we need to ban them as fast and as hard as we possibly can**. A BRIGHT RED LINE It's a view I've held for almost three decades, and it wasn't inspired by the The Terminator, but by the 1988 incident in which a U.S. Navy air defense system mistakenly [shot down an Iranian airliner](https://en.wikipedia.org/wiki/Iran_Air_Flight_655). Although human error appears to have played the deciding role in that incident, part of the problem was excessive reliance on complex automated systems under time pressure and uncertain warnings of imminent danger—the classic paradigm for “accidental war." At the time, as an intern at the [Federation of American Scientists](https://fas.org/) in Washington, D.C., I was looking at nanotechnology and the rush of new capabilities that would come as we learn to build ever more complex systems with ever smaller parts. We see that today in billion-transistor chips and the computers, robots, and machine learning systems they are making possible. I worried about a runaway arms race. I was asked to come up with proposals for nanotechnology arms control. I decided it --

#### Nations and their militaries mirror US – advancing AI tech now. US production is paving way for shortcuts and early use of AI

**Gubrud, 3/2** – Gubrud, M. (2022, March 2). *Why should we ban autonomous weapons? to survive*. IEEE Spectrum. Retrieved June 8, 2022, from https://spectrum.ieee.org/why-should-we-ban-autonomous-weapons-to-survive

-- to certify that autonomous weapon systems meet this standard if they select and kill people without human intervention. The policy clearly does not forbid such systems. Rather, it permits the withdrawal of human judgment, control, and responsibility from points of lethal decision. The policy has not stood in the way of programs such as the [Long Range Anti-Ship Missile](http://www.nytimes.com/2014/11/12/science/weapons-directed-by-robots-not-humans-raise-ethical-questions.html), slated for [deployment in 2018](http://www.lockheedmartin.com/us/news/press-releases/2016/may/mfc-052616-lockheed-martin-receives-321-million-to-continue-LRASM-integration.html), which will hunt its targets over a wide expanse, relying on its own computers to discriminate enemy ships from civilian vessels. Weapons like this are classified as merely “semi-autonomous" and get a green light without certification, even though they will be operating fully autonomously when they decide which pixels and signals correspond to valid targets, and attack them with lethal force. [Every technology needed to acquire, track, identify, and home in or control firing on targets can be developed and used in “semi-autonomous weapon systems," which can even be sent on hunt-and-kill missions as long as the quarry has been “selected by a human operator."](http://www.dtic.mil/whs/directives/corres/pdf/300009p.pdf) (In case you're wondering, “target selection" is defined as “The determination that an individual target or a specific group of targets is to be engaged.") It's unclear that the policy stands in the way of anything. In reality, the directive signaled an upward inflection in the trend toward killer robots. Throughout the military there is now open discussion about autonomy in future weapon systems; ambitious junior officers are tying their careers to it. DARPA and the [Navy are particularly active](http://blog.navaldrones.com/) in [efforts to develop autonomous systems](https://spectrum.ieee.org/automaton/robotics/military-robots/darpa-actuv-self-driving-submarine-hunter-steers-like-a-human), but the Air Force, Army, and [Marines](http://www.defensenews.com/story/defense/show-daily/sea-air-space-2016/2016/05/17/marines-hunt-robots-can-follow-their-orders/84504800/) won't be left out. Carter, now the defense secretary, is heavily promoting AI and robotics programs, establishing an office in Silicon Valley and [a board of advisors to be chaired by Eric Schmidt](http://www.defense.gov/News-Article-View/Article/684366/pentagon-to-establish-defense-innovation-advisory-board), the executive chairman of Google's parent company Alphabet. The message has been received globally as well. Russia in 2013 [moved to create its own versions](http://gubrud.net/?p=203) of DARPA and the of the U.S. Navy's [Laboratory for Autonomous Systems Research](http://www.nrl.navy.mil/lasr/), and deputy prime minister Dmitry Rogozin [called on Russian industry to create weapons that “strike on their own,](http://rg.ru/2014/03/21/kiborgi.html)" pointing explicitly to American developments. China, too, has been developing its own drones and robotic weapons, mirroring the United States (but with less noise than Russia). Britain, Israel, India, South Korea… in fact, every significant military power on Earth is looking in this direction. “**The United States has been leading the robot arms race, both with weapons development and with a policy that pretends to be cautious and responsible but actually clears the way for vigorous development and early use of autonomous weapons**" Both Russia and China have engaged in aggressive actions, arms buildups, and belligerent rhetoric in recent years, and it's unclear whether they could be persuaded to support a ban on autonomous weapons. But we aren't even trying. Instead, the United States has been leading the robot arms race, both with weapons development and with a policy that pretends to be cautious and responsible but actually clears the way for vigorous development and early use of autonomous weapons. Deputy defense secretary [Robert Work](http://www.defense.gov/About-DoD/Biographies/Biography-View/Article/602787/robert-o-work) has [championed](http://www.defense.gov/News/Speeches/Speech-View/Article/753482/remarks-by-deputy-secretary-work-on-third-offset-strategy) the notion of a [“Third Offset"](https://youtu.be/pY7qQ5rldY8?t=54) in which the United States would leap to the next generation of military technologies ahead of its “adversaries," particularly Russia and China. To calm fears about robots taking over, he [emphasizes](https://youtu.be/R9PswCdTi2E?t=736) “human-machine collaboration and combat teaming" and says the military will use artificial intelligence and robotics to augment, not replace human warfighters. Yet he [worries](http://www.defenseone.com/threats/2015/12/pentagon-nervous-about-russian-and-chinese-killer-robots/124465/) that adversaries may field fully autonomous weapon systems, and [says](https://youtu.be/R9PswCdTi2E?t=2165) the U.S. may need to “delegate authority to machines" because “humans simply cannot operate at the same speed."

#### Proliferation of LAWs causes international power war. This leads to conflict between Russia, China, and the US to lead the arms race

**Gubrud, 3/22** – Gubrud, M. (2022, March 2). *Why should we ban autonomous weapons? to survive*. IEEE Spectrum. Retrieved June 8, 2022, from https://spectrum.ieee.org/why-should-we-ban-autonomous-weapons-to-survive

Work [admits](http://www.defense.gov/News/Speeches/Speech-View/Article/753482/remarks-by-deputy-secretary-work-on-third-offset-strategy) that the United States has no monopoly on the basic enabler, information technology, which today is driven more by commercial markets than by military needs. Both China and Russia have strong software and cyber hacking capabilities. Their latest advanced fighters, tanks, and missiles are said to rival ours in sophistication. Work [compares](https://youtu.be/R9PswCdTi2E?t=1408) the present to the “inter-war period" and urges the U.S. to emulate Germany's invention of blitzkrieg. Has he forgotten how that ended? **Nobody wants war. Yet, fearing enemy aggression, we position ourselves at the brink of it.** Arms races militarize societies, inflate threat perceptions, and yield a proliferation of opportunities for accidents and mistakes. In [numerous](https://www.chathamhouse.org/publications/papers/view/199200) [close calls](http://www.ucsusa.org/nuclear-weapons/hair-trigger-alert/close-calls#.V02rAPkrKCg) during the Cold War, it came down to the [judgment of one or a few people](http://futurisms.thenewatlantis.com/2015/04/killer-robots-human-responsibility-hope.html) not to take the next step in a potentially fatal chain of events. But machines simply execute their programs, as intended. They also behave in ways we did not intend or expect. “Networks of autonomous weapons could accidentally ignite a war and, once it has started, rapidly escalate it out of control. To set up such a disaster waiting to happen would be foolish" Our experience with the unpredictable failures and [unintended interactions](http://www.nanex.net/20100506/FlashCrashAnalysis_Intro.html) of complex software systems, particularly competitive autonomous agents designed in secrecy by hostile teams, serves as a warning that networks of autonomous weapons could accidentally ignite a war and, once it has started, rapidly escalate it out of control. To set up such a disaster waiting to happen would be foolish, but not unprecedented. It's the type of risk we took during the Cold War, and it's similar to the military planning that drove the march to war in 1914. Arms races and confrontation push us to take this kind of risk. [Paul Scharre](http://www.cnas.org/PaulScharre), one of the architects of Directive 3000.09, [has suggested](http://www.cnas.org/autonomous-weapons-and-operational-risk) that the risk of autonomous systems acting on their own could be mitigated by negotiating “rules of the road" and including humans in battle networks as “fail-safes." But it's asking a lot of humans to remain calm when machines indicate an attack underway. By the time you sort out a false alarm, autonomous weapons may actually have started fighting. If nations can't agree to the simple idea of a verified ban to avoid this danger, it seems less likely that they will be able to negotiate some complicated system of rules and safeguards. Direct authority to launch a nuclear strike may never be delegated to machines and a war between the United States and China or Russia might not end in nuclear war, but do we want to take that risk? There is no reason to believe we can engineer safety into a tense confrontation between networks of autonomous weapons at the brink of war. The further we go down that road, the harder it will be to walk back. Banning autonomous weapons and asserting the primacy of human control isn't a complete solution, but it is probably an essential step to ending the arms race and building true peace and security. The fundamental problem is conflict itself, which pits human against human, reason against reason and machine against machine. We struggle to contain our conflicts, but passing them on to machines risks finding ourselves nominally still in command yet unable to control events at superhuman speed. We are horrified by killer robots, and we can ground their prohibition on strong a priori principles such as human control, responsibility, dignity—and survival. Instead of endlessly debating the validity of these human prejudices, we should take them as saving grace, and use them to [stop killer robots](http://stopkillerrobots.org/).

#### AI researchers and developers call a stop to production. AI advancement leads to laundry list of “bad actor” scenarios

**Conn, 18** -- Conn, A. (2018, September 4). *The risks posed by Lethal Autonomous Weapons*. Future of Life Institute. Retrieved June 8, 2022, from https://futureoflife.org/2018/09/04/the-risks-posed-by-lethal-autonomousweapons/?cn-reloaded=1

Killer robots. It’s a phrase that’s both terrifying, but also one that most people think of as still in the realm of science fiction. Yet weapons built with artificial intelligence (AI) – weapons that could identify, target, and kill a person all on their own – are quickly moving from sci-fi to reality. To date, no weapons exist that can specifically target people. But there are weapons that can track incoming missiles or locate enemy radar signals, and these weapons can autonomously strike these non-human threats without any person involved in the final decision. Experts predict that in just a few years, if not sooner, this technology will be advanced enough to use against people. Over the last few years, delegates at the United Nations have debated whether to consider banning killer robots, more formally known as lethal autonomous weapons systems (LAWS). This week delegates met again to consider whether more meetings next year could lead to something more tangible – a political declaration or an outright ban. Meanwhile, those who would actually be responsible for designing LAWS — the **AI and robotics researchers and developers — have spent these years calling on the UN to negotiate a treaty banning LAWS**. More specifically, nearly 4,000 AI and robotics researchers [called for a ban on LAWS in 2015](https://futureoflife.org/open-letter-autonomous-weapons/); in 2017, [137 CEOs of AI companies asked the UN to ban LAWS](https://futureoflife.org/autonomous-weapons-open-letter-2017/); and in 2018, 240 AI-related organizations and nearly 3,100 individuals took that call a step further and [pledged not to be involved in LAWS development](https://futureoflife.org/lethal-autonomous-weapons-pledge/). And **AI researchers have plenty of reasons for their consensus that the world should seek a ban on lethal autonomous weapons. Principle among these is that AI experts tend to recognize how dangerous and destabilizing these weapons could be.** The **weapons could be hacked**. The weapons **could fall into the hands of “bad actors**.” The weapons may not be as “smart” as we think and **could unwittingly target innocent civilians**. Because the materials necessary to build the weapons are cheap and easy to obtain, **military powers could mass-produce these weapons, increasing the likelihood of proliferation and mass killings**. The weapons could enable assassinations or, alternatively, they could become weapons of oppression, allowing dictators and warlords to subdue their people.

#### Violence follows

**Conn, 18** -- Conn, A. (2018, September 4). *The risks posed by Lethal Autonomous Weapons*. Future of Life Institute. Retrieved June 8, 2022, from https://futureoflife.org/2018/09/04/the-risks-posed-by-lethal-autonomousweapons/?cn-reloaded=1

But perhaps the greatest risk posed by LAWS, is the potential to ignite a global AI arms race. For now, governments insist they will ensure that testing, validation, and verification of these weapons is mandatory. However, these weapons are not only technologically novel, but also transformative; they have been described as the third revolution in warfare, following gun powder and nuclear weapons. LAWS have the potential to become the most powerful types of weapons the world has seen. Varying degrees of autonomy already exist in weapon systems around the world, and levels of autonomy and advanced AI capabilities in weapons are increasing rapidly. If one country were to begin substantial development of a LAWS program — or even if the program is simply perceived as substantial by other countries — **an AI arms race would likely be imminent.** During an arms race, **countries and AI labs will feel increasing pressure to find shortcuts around safety precautions. Once that happens, every threat mentioned above becomes even more likely, if not inevitable.** As stated in the [Open Letter Against Lethal Autonomous Weapons](https://futureoflife.org/open-letter-autonomous-weapons/): The key question for humanity today is whether to start a global AI arms race or to prevent it from starting. If any major military power pushes ahead with AI weapon development, a global arms race is virtually inevitable, and the endpoint of this technological trajectory is obvious: autonomous weapons will become the Kalashnikovs of tomorrow. Unlike nuclear weapons, they require no costly or hard-to-obtain raw materials, so they will become ubiquitous and cheap for all significant military powers to mass-produce. **It will only be a matter of time until they appear on the black market and in the hands of terrorists, dictators wishing to better control their populace, warlords wishing to perpetrate ethnic cleansing, etc**. Autonomous weapons are ideal for tasks such as assassinations, destabilizing nations, subduing populations and selectively killing a particular ethnic group. Most countries here have expressed their strong desire to move from talking about this topic to reaching an outcome. There have been many calls from countries and groups of countries to negotiate a new treaty to either prohibit LAWS and/or affirm meaningful human control over the weapons. Some countries have suggested other measures such as a political declaration. But a few countries – especially Russia, the United States, South Korea, Israel, and Australia – are obfuscating the process, which could lead us closer to an arms race. This is a threat we must prevent.

### Regulations Ext.

### US has a history of misusing AI and spurring mistrust in the technology, Flint proves

**Hendler, 19 --** Hendler, J. (2019, April 18). *As governments adopt artificial intelligence, there's little oversight and lots of Danger*. The Conversation. Retrieved June 14, 2022, from https://theconversation.com/as-governments-adopt-artificial-intelligence-theres-little-oversight-and-lots-of-danger-115109

Artificial intelligence systems can – if properly used – help [make government more effective and responsive](https://www.theverge.com/2019/4/10/18304960/congress-algorithmic-accountability-act-wyden-clarke-booker-bill-introduced-house-senate), improving the lives of citizens. Improperly used, however, the dystopian visions of George Orwell’s “[1984](http://www.george-orwell.org/1984)” become more realistic. On their own and urged by a new [presidential executive order](https://www.whitehouse.gov/presidential-actions/executive-order-maintaining-american-leadership-artificial-intelligence/), governments across the U.S., including state and federal agencies, are [exploring ways to use AI technologies](https://slate.com/technology/2019/04/pentagon-defense-security-service-clearances-ai-machine-learning.html). As an [AI researcher](https://scholar.google.com/citations?user=JNPbTdIAAAAJ&hl=en) for more than 40 years, who has been a consultant or participant in many government projects, I believe it’s worth noting that sometimes they’ve done it well – and other times not quite so well. The potential harms and benefits are significant. An early success In 2015, the U.S. Department of Homeland Security developed an AI system called “[Emma](https://www.uscis.gov/emma),” a [chatbot](https://www.techopedia.com/definition/16366/chatterbot) that can answer questions posed to it in regular English, without needing to know what “her” introductory website calls “[government speak](https://www.uscis.gov/emma)” – all the official terms and acronyms used in agency documents. By late 2016, DHS reported that Emma was already helping to answer [nearly a half-million questions per month](https://www.uscis.gov/archive/blog/2016/09/emma-friendly-presence-and-innovative), allowing DHS to handle many more inquiries than it had previously, and letting human employees spend more time helping people with more complicated queries that are beyond Emma’s abilities. This sort of conversation-automating artificial intelligence has now been used by [other government agencies](https://blog.vsoftconsulting.com/blog/15-governments-agencies-that-use-chatbots), in cities and countries around the world. Flint’s water A more complicated example of how governments could aptly apply AI can be seen in Flint, Michigan. As the local and state governments struggled to combat lead contamination in the city’s drinking water, it became clear that they would need to replace the city’s remaining lead water pipes. However, the city’s records were incomplete, and it was going to be [extremely expensive](https://www.scs.gatech.edu/news/610023/using-data-science-fix-flint-water-crisis) to dig up all the city’s pipes to see if they were lead or copper.For a time, artificial intelligence analysis helped guide pipe replacement in Flint, Michigan. Instead, computer scientists and government employees collaborated to [analyze a wide range of data](https://www.technologyreview.com/the-download/611934/ai-is-helping-find-lead-pipes-in-flint-michigan/) about each of 55,000 properties in the city, including how old the home was, to [calculate the likelihood it was served by lead pipes](https://www.theatlantic.com/technology/archive/2019/01/how-machine-learning-found-flints-lead-pipes/578692/). Before the system was used, [80%](https://cacm.acm.org/news/230655-flint-water-crisis-how-ai-is-finding-thousands-of-hazardous-pipes/fulltext) of the pipes dug up needed to be replaced, which meant 20% of the time, money and effort was being wasted on pipes that didn’t need replacing. The AI system helped engineers focus on high-risk properties, identifying a set of properties most likely to need pipe replacements. When city inspectors visited to verify the situation, the algorithm was [right 70%](https://www.theatlantic.com/technology/archive/2019/01/how-machine-learning-found-flints-lead-pipes/578692/) of the time. That promised to save enormous amounts of money and speed up the pipe replacement process. However, local politics got in the way. Many members of the public didn’t understand why the system was identifying the homes it did, and objected, saying the AI method was unfairly ignoring their homes. After city officials stopped using the algorithm, [only 15%](https://www.routefifty.com/health-human-services/2019/01/artificial-intelligence-lead-flint/153911/) of the pipes dug up were lead. That made the replacement project slower and more costly. Distressing examples The problem in Flint was that people didn’t understand that AI technology was being used well, and that people were verifying its findings with independent inspections. In part, this was because they didn’t trust AI – and in some cases there is good reason for that.

#### Experts agree – AI is biased, unreliable, inaccurate, and paves the way for governments to misuse the tech in the future

**Hendler, 19 --** Hendler, J. (2019, April 18). *As governments adopt artificial intelligence, there's little oversight and lots of Danger*. The Conversation. Retrieved June 14, 2022, from https://theconversation.com/as-governments-adopt-artificial-intelligence-theres-little-oversight-and-lots-of-danger-115109

In 2017, I was among a group of more than four dozen AI researchers who sent a [letter to the acting secretary](https://www.brennancenter.org/sites/default/files/Technology%20Experts%20Letter%20to%20DHS%20Opposing%20the%20Extreme%20Vetting%20Initiative%20-%2011.15.17.pdf) of the U.S. Department of Homeland Security. We expressed concerns about a proposal to use automated systems to determine whether a person seeking asylum in the U.S. would become a “[positively contributing member of society](https://www.brennancenter.org/analysis/ice-extreme-vetting-initiative-resource-page)” or was more likely to be a terrorist threat. “Simply put,” [our letter said](https://www.brennancenter.org/sites/default/files/Technology%20Experts%20Letter%20to%20DHS%20Opposing%20the%20Extreme%20Vetting%20Initiative%20-%2011.15.17.pdf), **“no computational methods can provide reliable or objective assessments of the traits that [DHS] seeks to measure.”** We explained that machine learning is susceptible to a problem called “data skew,” in which the system’s ability to predict a characteristic depends in part on how common that characteristic is in the data used to train the system.A face tracking and analysis system takes a look at a woman’s face. So in a database of 300 million Americans, if one in 100 people are, say, [of Indian descent](https://www.sites.si.edu/s/topic/0TO36000000L5MyGAK/beyond-bollywood-indian-americans-shape-the-nation), the system will be fairly accurate at identifying them. But if looking at a characteristic shared by just [one in a million Americans](https://www.npr.org/sections/parallels/2018/02/05/583407221/americans-in-isis-some-300-tried-to-join-12-have-returned-to-u-s), there really isn’t enough data for the algorithm to make a good analysis. As the letter explained, “on the scale of the American population and immigration rates, criminal acts are relatively rare, and terrorist acts are extremely rare.” Algorithmic analysis is extremely unlikely to identify [potential terrorists](https://www.start.umd.edu/gtd/). Fortunately, our arguments proved convincing. In May 2018, DHS announced it would not use a machine learning algorithm in this way. Other worrying efforts Other government uses of AI are being questioned, too – such as attempts at “[predictive policing](https://www.nij.gov/topics/law-enforcement/strategies/predictive-policing/Pages/welcome.aspx),” [setting bail amounts and criminal sentences](https://www.nytimes.com/2017/05/01/us/politics/sent-to-prison-by-a-software-programs-secret-algorithms.html) and [hiring government workers](https://www.govloop.com/government-leverages-ai-hr-modernization/). All of these have been shown to be susceptible to technical issues and [data limitations that can bias their decisions](https://www.ted.com/talks/cathy_o_neil_the_era_of_blind_faith_in_big_data_must_end) based on race, gender or cultural background. Other AI technologies such as facial recognition, automated surveillance and mass data collection are raising real concerns about **security, privacy, fairness and accuracy in a democratic society**. As Trump’s executive order demonstrates, there is significant interest in harnessing AI for its fullest positive potential. But the significant dangers of abuse, misuse and bias – whether intentional or not – have the potential to work against the very principles international democracies have been built upon. As the use of AI technologies grows, whether originally well-meant or deliberately authoritarian, the potential for abuse increases as well. With no currently existing government-wide oversight in place in the U.S., the best way to avoid these abuses is teaching the public about the appropriate uses of AI by way of conversation between scientists, concerned citizens and public administrators to help determine when and where it is inappropriate to deploy these powerful new tools.

#### “AI is only as smart as the people who programmed it”

**Thomas, 21 --** Thomas, M. (2021, July 7). *7 dangerous risks of Artificial Intelligence*. Built In. Retrieved June 8, 2022, from https://builtin.com/artificial-intelligence/risks-of-artificial-intelligence

Having exterminated humanity, it then calculates the number with higher confidence.” That’s jarring, sure. But rest easy. In 2012 the Obama Administration’s Department of Defense issued a directive regarding “Autonomy in Weapon Systems” that included this line: “Autonomous and semi-autonomous weapon systems shall be designed to allow commanders and operators to exercise appropriate levels of human judgment over the use of force.” And in early November of this year, a Pentagon group called the Defense Innovation Board published [ethical guidelines](https://innovation.defense.gov/ai/) regarding the design and deployment of AI-enabled weapons. According to the Washington Post, however, “**the board’s recommendations are in no way legally binding.** It now falls to the Pentagon to determine how and whether to proceed with them.” Well, that’s a relief. Or not. Have you ever considered that algorithms could bring down our entire financial system? That’s right, **Wall Street**. You might want to take notice. Algorithmic trading could be responsible for our next major financial crisis in the markets. What is algorithmic trading? This type of trading occurs when a computer, unencumbered by the instincts or emotions that could cloud a human’s judgement, execute trades based off of pre-programmed instructions. These computers can make extremely high-volume, high-frequency and high-value trades that can lead to big losses and extreme market volatility. Algorithmic High-Frequency Trading (HFT) is proving to be a huge risk factor in our markets. HFT is essentially when a computer places thousands of trades at blistering speeds with the goal of selling a few seconds later for small profits. Thousands of these trades every second can equal a pretty hefty chunk of change. The issue with HFT is that it doesn’t take into account how interconnected the markets are or the fact that human emotion and logic still play a massive role in our markets. A sell-off of millions of shares in the airline market could potentially scare humans into selling off their shares in the hotel industry, which in turn could snowball people into selling off their shares in other travel-related companies, which could then affect logistics companies, food supply companies, etc. Take the “[Flash Crash](https://www.investopedia.com/terms/f/flash-crash.asp)” of May 2010 as an example. Towards the end of the trading day, the Dow Jones plunged 1,000 points (more than $1 trillion in value) before rebounding towards normal levels just 36 minutes later. What caused this crash? A London-based trader named Navinder Singh Sarao first caused the crash and then it [became exacerbated by HFT computers](https://www.investopedia.com/articles/markets/012716/four-big-risks-algorithmic-highfrequency-trading.asp). Apparently Sarao used a “spoofing” algorithm that placed an order for thousands of stock index futures contracts betting that the market would fall. Instead of going through with the bet, Sarao was going to cancel the order at the last second and buy the lower priced stocks that were being sold off due to his original bet. Other humans and HFT computers saw this $200 million bet and took it as a sign that the market was going to tank. In turn, HFT computers began one of the biggest stock sell-offs in history, causing a brief loss of more than $1 trillion globally. Financial HFT algorithms aren’t always correct, either. We view computers as the end-all-be-all when it comes to being correct, but **AI is still really just as smart as the humans who programmed it.** In 2012, [Knight Capital Group experienced a glitch](https://medium.com/dataseries/the-rise-and-fall-of-knight-capital-buy-high-sell-low-rinse-and-repeat-ae17fae780f6) that put them on the verge of bankruptcy. Knight’s computers mistakenly streamed thousands of orders per second into the NYSE market causing mass chaos for the company. The HFT algorithms executed an astounding 4 million trades of 397 million shares in only 45 minutes. The volatility created by this computer error led to Knight losing $460 million overnight and having to be acquired by another firm. Errant algorithms obviously have massive implications for shareholders and the markets themselves, and nobody learned this lesson harder than Knight.

#### AI is detrimental to human rights and privacy. Through the private sector and governments around the globe, we are at an unprecedented level of surveillance

**Dziedzic, 21 --** Dziedzic, M. (2021, September 15). *Urgent action needed over artificial intelligence risks to human rights | | UN news*. United Nations. Retrieved June 14, 2022, from https://news.un.org/en/story/2021/09/1099972

Urgent action is needed as it can take time to assess and address the serious risks this technology poses to human rights, warned the High Commissioner: “The higher the risk for human rights, the stricter the legal requirements for the use of AI technology should be”. Ms. Bachelet also called for AI applications that cannot be used in compliance with international human rights law, to be banned. “Artificial intelligence can be a force for good, helping societies overcome some of the great challenges of our times. But AI technologies can have negative, even catastrophic, effects if they are used without sufficient regard to how they affect people’s human rights”. Pegasus spyware revelations On Tuesday, the UN rights chief expressed concern about the "unprecedented level of surveillance across the globe by state and private actors", which she insisted was "**incompatible**" with human rights. She was [speaking](https://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=27455&LangID=E) at a Council of Europe hearing on the implications stemming from July’s [controversy over Pegasus spyware](https://news.un.org/en/story/2021/07/1096142). The Pegasus revelations were no surprise to many people, Ms. Bachelet told the Council of Europe's Committee on Legal Affairs and Human Rights, in reference to the widespread use of spyware commercialized by the NSO group, which affected thousands of people in 45 countries across four continents. ‘High price’, without action The High Commissioner’s call came as her office, [OHCHR](http://www.ohchr.org/EN/pages/home.aspx), published a report that analyses how AI affects people’s right to privacy and other rights, including the rights to health, education, freedom of movement, freedom of peaceful assembly and association, and freedom of expression. The document includes an assessment of profiling, automated decision-making and other machine-learning technologies. The situation is “dire” said Tim Engelhardt, Human Rights Officer, Rule of Law and Democracy Section, who was speaking at the launch of the report in Geneva on Wednesday. The situation has “not improved over the years but has become worse” he said. Whilst welcoming “the European Union’s agreement to strengthen the rules on control” and “the growth of international voluntary commitments and accountability mechanisms”, he warned that “we don’t think we will have a solution in the coming year, but the first steps need to be taken now or many people in the world will pay a high price”. OHCHR Director of Thematic Engagement, Peggy Hicks, added to Mr Engelhardt’s warning, stating “it's not about the risks in future, but the reality today. Without far-reaching shifts, the harms will multiply with scale and speed and we won't know the extent of the problem.”

#### Facial recognition technology is flawed and biased – Black and Asian men misidentified 10 times more often than white men, empirics prove

**Hill, 20** -- Hill, K. (2020, June 24). *Wrongfully accused by an algorithm*. The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html?unlocked\_article\_code=AAAAAAAAAAAAAAAACEIPuomT1JKd6J17Vw1cRCfTTMQmqxCdw\_PIxftm3iWma3DLDmweiPgYCIiG\_EPKarskadI43j2fAcVMO7ggQv1uz-hZekV3UQSzvt2EhJEBaW0TmL6EY1kXjdjLTKxqtnjjdHW4I-Nyg-zh4k6MajXvRKLb1Hc-IA4z8Y81Jgr9xXQMwK6RFbIk2IQvj-wzRcwvHUd2byKJufLuDBh6KY\_GOkmasl9qLrkfDTLDntec6KYCdxFQDz\_FS3B-5GU\_6rBMKY9dffa\_f1N7Jp2I0fhGAXdoLYypG5Q0W4HR8r1uurTLohSNo9GkxWaY0X8SmiSqaBvvpzLwEw&smid=url-share

[…] A nationwide debate is raging about [racism in law enforcement](https://www.nytimes.com/news-event/george-floyd-protests-minneapolis-new-york-los-angeles). Across the country, **millions are protesting** not just the actions of individual officers, but **bias in the systems used to surveil communities and identify people for prosecution**. Facial recognition systems have been used by police forces for [more than two decades](https://www.nytimes.com/2020/01/12/technology/facial-recognition-police.html). Recent studies by [M.I.T.](https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html) and the [National Institute of Standards and Technology](https://www.nytimes.com/2019/12/19/technology/facial-recognition-bias.html), or NIST, have found that while the technology works relatively well on white men, the results are less accurate for other demographics, in part because of a lack of diversity in the images used to develop the underlying databases. Last year, during a public hearing about the use of [facial recognition in Detroit](https://www.nytimes.com/2019/07/08/us/detroit-facial-recognition-cameras.html), an assistant police chief was among those who raised concerns. “On the question of false positives — that is absolutely factual, and it’s well-documented,” James White said. “So that concerns me as an African-American male.” This month, [Amazon](https://www.nytimes.com/2020/06/10/technology/amazon-facial-recognition-backlash.html), [Microsoft](https://www.cnn.com/2020/06/18/tech/brad-smith-microsoft-facial-recognition/index.html) and [IBM](https://www.axios.com/ibm-is-exiting-the-face-recognition-business-62e79f09-34a2-4f1d-a541-caba112415c6.html) announced they would stop or [pause](https://www.nytimes.com/aponline/2020/06/11/business/bc-us-microsoft-police-facial-recognition.html) their facial recognition offerings for law enforcement. The gestures were largely symbolic, given that the companies are not big players in the industry. The technology police departments use is supplied by companies that aren’t household names, such as Vigilant Solutions, Cognitec, NEC, Rank One Computing and [Clearview AI](https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-recognition.html). Clare Garvie, a lawyer at Georgetown University’s Center on Privacy and Technology, has written about problems with the [government’s use of facial recognition](https://www.flawedfacedata.com/). She argues that low-quality search images — such as a still image from a grainy surveillance video — should be banned, and that the systems currently in use should be tested rigorously for accuracy and bias. “There are mediocre algorithms and there are good ones, and law enforcement should only buy the good ones,” Ms. Garvie said. About Mr. Williams’s experience in Michigan, she added: “I [strongly](https://www.aclu.org/blog/privacy-technology/surveillance-technologies/florida-using-facial-recognition-convict-people) [suspect](https://nymag.com/intelligencer/2019/11/the-future-of-facial-recognition-in-america.html) this is not the first case to misidentify someone to arrest them for a crime they didn’t commit. This is just the first time we know about it.” In October 2018, someone shoplifted five watches, worth $3,800, from a Shinola store in Detroit.Credit...Sylvia Jarrus for The New York Times Mr. Williams’s case combines **flawed technology with poor police work**, illustrating how facial recognition can go awry. The Shinola shoplifting occurred in October 2018. Katherine Johnston, an investigator at Mackinac Partners, a loss prevention firm, reviewed the store’s surveillance video and sent a copy to the Detroit police, according to their report. Five months later, in March 2019, Jennifer Coulson, a digital image examiner for the Michigan State Police, uploaded a “probe image” — a still from the video, showing the man in the Cardinals cap — to the state’s [facial recognition database](https://www.michigan.gov/msp/0,4643,7-123-72297_64747_64749-357133--,00.html#:~:text=The%20Statewide%20Network%20of%20Agency,data%20for%20law%20enforcement%20access.). The system would have [mapped the man’s face and searched](https://www.michigan.gov/documents/msp/Facial_Recognition_FAQ_666807_7.pdf) for similar ones in a collection of 49 million photos. The state’s technology is supplied for [$5.5 million](https://www.michigan.gov/documents/buymichiganfirst/0200097_307265_7.pdf) by a company called [DataWorks Plus](http://www.dataworksplus.com/). Founded in South Carolina in 2000, the company first offered mug shot management software, said Todd Pastorini, a general manager. In 2005, the firm began to expand the product, adding face recognition tools developed by outside vendors. When one of these subcontractors develops an algorithm for recognizing faces, DataWorks attempts to judge its effectiveness by running searches using low-quality images of individuals it knows are present in a system. “We’ve tested a lot of garbage out there,” Mr. Pastorini said. These checks, he added, are not “scientific” — DataWorks does not formally measure the systems’ accuracy or bias. “**We’ve become a pseudo-expert in the technology,”** Mr. Pastorini said. In Michigan, the DataWorks software used by the state police incorporates components developed by the Japanese tech giant NEC and by Rank One Computing, based in Colorado, according to Mr. Pastorini and a state police spokeswoman. In 2019, algorithms from both companies were included in [a federal study](https://nvlpubs.nist.gov/nistpubs/ir/2019/NIST.IR.8280.pdf) of over 100 facial recognition systems that found [they were biased](https://www.nytimes.com/2019/12/19/technology/facial-recognition-bias.html), falsely identifying African-American and Asian faces 10 times to 100 times more than Caucasian faces.

#### Facial recognition technology should not be used as a “smoking gun.” Inaccuracies will prove detrimental to marginalized groups and their families

**Hill, 20** -- Hill, K. (2020, June 24). *Wrongfully accused by an algorithm*. The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html?unlocked\_article\_code=AAAAAAAAAAAAAAAACEIPuomT1JKd6J17Vw1cRCfTTMQmqxCdw\_PIxftm3iWma3DLDmweiPgYCIiG\_EPKarskadI43j2fAcVMO7ggQv1uz-hZekV3UQSzvt2EhJEBaW0TmL6EY1kXjdjLTKxqtnjjdHW4I-Nyg-zh4k6MajXvRKLb1Hc-IA4z8Y81Jgr9xXQMwK6RFbIk2IQvj-wzRcwvHUd2byKJufLuDBh6KY\_GOkmasl9qLrkfDTLDntec6KYCdxFQDz\_FS3B-5GU\_6rBMKY9dffa\_f1N7Jp2I0fhGAXdoLYypG5Q0W4HR8r1uurTLohSNo9GkxWaY0X8SmiSqaBvvpzLwEw&smid=url-share

Rank One’s chief executive, Brendan Klare, said the company had developed a new algorithm for NIST to review that “tightens the differences in accuracy between different demographic cohorts.” After Ms. Coulson, of the state police, ran her search of the probe image, the system [would have provided](https://www.michigan.gov/documents/msp/Facial_Recognition_FAQ_666807_7.pdf) a row of results generated by NEC and a row from Rank One, along with confidence scores. Mr. Williams’s driver’s license photo was among the matches. Ms. Coulson sent it to the Detroit police as an “Investigative Lead Report.” “This document is not a positive identification,” the file says in bold capital letters at the top. “It is an investigative lead only and is not probable cause for arrest.” This is what technology providers and law enforcement always [emphasize](https://www.nytimes.com/2019/07/08/us/detroit-facial-recognition-cameras.html) when defending facial recognition: It is only supposed to be a clue in the case, not a smoking gun. Before arresting Mr. Williams, investigators might have sought other evidence that he committed the theft, such as eyewitness testimony, location data from his phone or proof that he owned the clothing that the suspect was wearing. In this case, however, according to the Detroit police report, investigators simply included Mr. Williams’s picture in a “6-pack photo lineup” they created and showed to Ms. Johnston, Shinola’s loss-prevention contractor, and she identified him. (Ms. Johnston declined to comment.) ‘I guess the computer got it wrong’ The Detroit Detention Center. Mr. Williams was held for 30 hours.Credit...Sylvia Jarrus for The New York Times Mr. Pastorini was taken aback when the process was described to him. “It sounds thin all the way around,” he said. Mr. Klare, of Rank One, found fault with Ms. Johnston’s role in the process. “I am not sure if this qualifies them as an eyewitness, or gives their experience any more weight than other persons who may have viewed that same video after the fact,” he said. John Wise, a spokesman for NEC, said: **“A match using facial recognition alone is not a means for positive identification.”** The Friday that Mr. Williams sat in a Detroit police interrogation room was the day before his 42nd birthday. That morning, his wife emailed his boss to say he would miss work because of a family emergency; it broke his four-year record of perfect attendance. In Mr. Williams’s recollection, after he held the surveillance video still next to his face, the two detectives leaned back in their chairs and looked at one another. One detective, seeming chagrined, said to his partner: “I guess the computer got it wrong.” They turned over a third piece of paper, which was another photo of the man from the Shinola store next to Mr. Williams’s driver’s license. Mr. Williams again pointed out that they were not the same person. Mr. Williams asked if he was free to go. “Unfortunately not,” one detective said. Mr. Williams was kept in custody until that evening, 30 hours after being arrested, and released on a $1,000 personal bond. He waited outside in the rain for 30 minutes until his wife could pick him up. When he got home at 10 p.m., his five-year-old daughter was still awake. She said she was waiting for him because he had said, while being arrested, that he’d be right back. She has since taken to playing “cops and robbers” and accuses her father of stealing things, insisting on “locking him up” in the living room. Getting help Mr. Williams with his wife, Melissa, and their daughters at home in Farmington Hills, Mich.Credit...Sylvia Jarrus for The New York Times The Williams family contacted defense attorneys, most of whom, they said, assumed Mr. Williams was guilty of the crime and quoted prices of around $7,000 to represent him. Ms. Williams, a real estate marketing director and food blogger, also [tweeted](https://twitter.com/PPlates/status/1216813325310484481) at the American Civil Liberties Union of Michigan, which took an immediate interest. “We’ve been active in trying to sound the alarm bells around facial recognition, both as a threat to privacy when it works and a racist threat to everyone when it doesn’t,” said Phil Mayor, an attorney at the organization. “We know these stories are out there, but they’re hard to hear about because people don’t usually realize they’ve been the victim of a bad facial recognition search.” […]

#### AI advancement will leave us little or no visibility. Human rights abuses are inevitable

**Dziedzic, 21 --** Dziedzic, M. (2021, September 15). *Urgent action needed over artificial intelligence risks to human rights | | UN news*. United Nations. Retrieved June 14, 2022, from https://news.un.org/en/story/2021/09/1099972

Failure of due diligence According to the report, States and businesses often rushed to incorporate AI applications, failing to carry out due diligence. It states that there have been numerous cases of people being treated unjustly due to AI misuse, such as being denied social security benefits because of faulty AI tools or arrested because of flawed facial recognition software. Discriminatory data The document details how AI systems rely on large data sets, with information about individuals collected, shared, merged and analysed in multiple and often opaque ways. The data used to inform and guide AI systems can be **faulty, discriminatory, out of date or irrelevant**, it argues, adding that long-term storage of data also poses particular risks, as data could in the future be exploited in as yet unknown ways. “Given the rapid and continuous growth of AI, filling the immense accountability gap in how data is collected, stored, shared and used is one of the most urgent human rights questions we face,” Ms. Bachelet said. The report also stated that serious questions should be raised about the inferences, predictions and monitoring by AI tools, including seeking insights into patterns of human behaviour. It found that the biased datasets relied on by AI systems can lead to discriminatory decisions, which are acute risks for already marginalized groups. “This is why there needs to be systematic assessment and monitoring of the effects of AI systems to identify and mitigate human rights risks,” she added. Biometric technologies An increasingly go-to solution for States, international organizations and technology companies are biometric technologies, which the report states are an area “where more human rights guidance is urgently needed”. These technologies, which include facial recognition, are increasingly used to identify people in real-time and from a distance, potentially allowing unlimited tracking of individuals. The report reiterates calls for a moratorium on their use in public spaces, at least until authorities can demonstrate that there are no significant issues with accuracy or discriminatory impacts and that these AI systems comply with robust privacy and data protection standards. Greater transparency needed The document also highlights a need for much greater transparency by companies and States in how they are developing and using AI. “The complexity of the data environment, algorithms and models underlying the development and operation of AI systems, as well as intentional secrecy of government and private actors are factors undermining meaningful ways for the public to understand the effects of AI systems on human rights and society,” the report says. Guardrails essential “We cannot afford to continue playing catch-up regarding AI – allowing its use with limited or no boundaries or oversight and dealing with the almost inevitable human rights consequences after the fact. “The power of AI to serve people is undeniable, but so is AI’s ability to feed human rights violations at an enormous scale with virtually no visibility. Action is needed now to put human rights guardrails on the use of AI, for the good of all of us,” Ms. Bachelet stressed.

#### Russia and China already pursuing tech leadership, intensifies great power war

**Dolan, 6/8** -- Dolan, C. (2022, June 8). *NATO's 2022 strategic concept must enhance digital access and capacities*. Just Security. Retrieved June 12, 2022, from https://www.justsecurity.org/81839/natos-2022-strategic-concept-must-enhance-digital-access-and-capacities/

This month in Madrid, the North Atlantic Treaty Organization (NATO) will update its [Strategic Concept](https://www.nato.int/strategic-concept/), the principal document that guides the alliance’s political-military strategy and collective defense operations. The war in Ukraine has put [resilience](https://www.politico.eu/article/nato-summit-europe-brussels-war-in-ukraine/) in the face of Russian aggression front and center, especially in the cyber and information operation domains. Over the years, [NATO has digitized and enhanced](https://warontherocks.com/2022/05/how-to-get-nato-forces-the-technology-they-need/) its security platforms, emphasizing interoperability of systems among its now 30 current member states. If NATO is to become more resilient against advanced persistent threats, hackers, and the maligned states that sponsor them, then the 2022 Strategic Concept must infuse multinational warfighting and deterrence against hybrid threats with methods that facilitate access to data and information sharing on its platforms and across multiple domains, namely in air, cyber, information, land, maritime, and space operations. The 2022 Strategic Concept The Strategic Concept is among NATO’s most important documents as it informs alliance planning, resource allocation, and programming based on changes in the threat environment. But the document has not been updated since 2010. The 2010 Strategic Concept, entitled “[Active engagement, Modern Defense](https://www.nato.int/cps/en/natohq/topics_82705.htm),” contained just one brief sentence about cyber attacks and did not even mention China. It also stated that “[Today, the Euro-Atlantic area is at peace](https://www.nato.int/cps/en/natohq/topics_82705.htm),” even though Russia had invaded Georgia two years before and the threat of a return to great power competition loomed. To argue that a lot has happened between 2010 and 2022 would be an understatement. Russia’s annexation of Crimea and intervention in the Donbas in 2014 and the invasion of Ukraine in 2022 shattered any illusions of a lasting peace with Russia. China’s territorial ambitions, economic assertiveness, threats against Taiwan, and military modernization threaten the rules-based order. Emerging technologies – in the form **of hypersonic weapons, artificial intelligence, quantum computing, and machine learning** – have intensified great power competition. The 2022 Strategic Concept should highlight the essential role of technology in collective defense. To build greater digital capacity while also emphasizing resilience, NATO must adopt a new technological orientation on the military strategic level of command, especially within the [Allied Command Transformation (ACT)](https://www.act.nato.int/) in Norfolk, Virginia and the [Allied Command Operations (ACO)](https://shape.nato.int/) in Mons, Belgium. ACT leverages advanced technologies for security and defense in capabilities, procedures, public-private partnerships, civil-military relations, and at NATO’s Centers of Excellence. Led by the Supreme Allied Commander Europe, ACO is responsible for collective defense through direction, requirements, planning, and execution at the strategic level. However, the Strategic Concept 2022 should focus less on the emergence of new technologies and more on how NATO’s military and civilian personnel use them. ACO and ACT must emphasize greater accessibility to information and data for its multinational warfighters, cyber operators, and civilian professionals. NATO must reach out to experts in the private sector, academia, and non-governmental organizations to harness ways to expand access and emphasize flexibility in multi-domain operations. NATO can do this by providing more grants to private sector partners and establish a new center of excellence on data and information sharing. ACO and ACT should also enable personnel and partners to readily access data and information in [DIMEL domains](https://euhybnet.eu/wp-content/uploads/2021/06/Framework-for-Cross-Domain-Strategies-against-Hybrid-Threats.pdf): diplomatic, information/cyber, military, economic, and legal. This would expand the range of measures needed by ACT and ACO to connect and correlate deterrence with evolving hybrid threats.

#### Data accessibility lagging behind tech advancement – military operations struggle without information analysis

**Dolan, 6/8** -- Dolan, C. (2022, June 8). *NATO's 2022 strategic concept must enhance digital access and capacities*. Just Security. Retrieved June 12, 2022, from https://www.justsecurity.org/81839/natos-2022-strategic-concept-must-enhance-digital-access-and-capacities/

Battlefields and Battlespaces The 2022 Strategic Concept must value partnerships and collaboration with the private sector to develop solutions to pressing collective defense challenges. Technology companies, academics, and start-ups can work with NATO military and civilian personnel to push solutions to multinational warfighters and cyber operators entrusted with protecting alliance members from both conventional military threats and hybrid attacks across multiple domains. This should not be difficult since the world’s most advanced capabilities, cutting-edge technology firms, and experts are in NATO member states. NATO still will need advanced stealth F-35s, aircraft carriers, and tanks to wage war on the battlefield. However, NATO also needs digital tools that enable its fighters to readily access information and data in contemporary battlespaces. Whereas “[battlefields](https://jwc.nato.int/application/files/4416/0523/5328/issue36_12lr.pdf)” highlight land-based operations over others, “[battlespaces](https://jwc.nato.int/application/files/4416/0523/5328/issue36_12lr.pdf)” are not concerned with a specific arena. Access to data and information is a requirement for multi-domain situational awareness. While it is difficult to predict how future geopolitical events will play out, NATO almost certainly will continue to have to manage threats from an aggressive and revisionist Russia, as well as a rising China. NATO should leverage the Strategic Concept in ways that emphasize access and flexibility against hybrid threats across multiple domains – this is contemporary resilience. Deterring hybrid attacks, whether in the form of cyber intrusions, disinformation through social media platforms, or maligned influence operations, demands that NATO protect its digital infrastructure and allow for greater accessibility to information and data necessary to operate in the gray zone of multi-domain spaces. A “whole-of-alliance” approach grounded on multinational collaboration and coordination, and centered on digital accessibility, will strengthen NATO resilience.

### Solvency Ext.

#### USFG regulation has failed as tech advances. Tech and private companies are needed as they transition to a goal of sustainability

**Thomas, 21 --** Thomas, M. (2021, July 7). *7 dangerous risks of Artificial Intelligence*. Built In. Retrieved June 8, 2022, from https://builtin.com/artificial-intelligence/risks-of-artificial-intelligence

Messina is somewhat idealistic about what should happen to help avoid AI chaos, though he’s skeptical that it will actually come to pass. Government regulation, he said, isn’t a given — especially in light of failures on that front in the social media sphere, whose technological complexities pale in comparison to those of AI. It will take a “very strong effort” on the part of major tech companies to slow progress in the name of greater sustainability and fewer unintended consequences — especially massively damaging ones. “At the moment,” he said, “I don’t think the onus is there for that to happen.” As Messina sees things, it’s going to take some sort of “catalyst” to arrive at that point. More specifically, a catastrophic catalyst like **war or economic collapse.** Though whether such an event will prove “big enough to actually effect meaningful long-term change is probably open for debate.” For his part, Ford remains a long-run optimist despite being “very un-bullish” on AI. “I think we can talk about all these risks, and they’re very real, but AI is also going to be the most important tool in our toolbox for solving the biggest challenges we face,” including [climate change](https://www.nationalgeographic.com/environment/2019/07/artificial-intelligence-climate-change/). When it comes to the near term, however, his doubts are more pronounced. “We really need to be smarter,” he said. “Over the next decade or two, I do worry about these challenges and our ability to adapt to them.”

#### Only a complete ban of this technology can reduce harm to marginalized individuals

**Klosowski, 20 --** Klosowski, T. (2020, July 15). *Facial recognition is everywhere. here's what we can do about it.* The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/wirecutter/blog/how-facial-recognition-works/

The easiest way to see how such regulation might work in practice on a federal level is to look at Illinois’s BIPA, which requires consent before an entity can collect and use biometric data (including faceprints) and imposes requirements upon the storage of that dataConsent can be tricky, though. It’s one thing for a store to ask if you want to skip showing your ID to enter and another when the store uses this technology to track shoplifters across all its franchise locations. As an example, the EFF’s Jennifer Lynch points to a recent case of a business district in London where a company placed cameras in a privately run area that people who worked nearby passed through: “You could see that the business district might say, ‘Oh, well, we put up signs,’” Lynch says. “And so people know that when they walk in this area or their face is being recorded and captured, but I don’t really believe that people can actually meaningfully consent in that situation. If you are working in that area, you may not have a choice of working somewhere else.” When it comes to the government’s use of facial recognition, suggested policy approaches diverge. Leong says that although Future of Privacy Forum’s main focus is on commercial use of facial recognition, the group would want to see regulation of government use, too. “We would very much like to see overt, intentional regulatory guidance around how the government can and should use facial recognition,” she says, “even if it’s just things like being really clear about what levels of warrant or probable cause are required for agencies to access it.” Other groups, including the EFF, don’t think regulation of law enforcement can go far enough. Banning Lynch, along with the EFF, argues that regulation isn’t sufficient. “We are pushing for a ban or at least a moratorium at the federal, state, and local level on government use of face recognition,” Lynch says. “It is a really game-changing technology and I think we’re at a key point in history where we could prevent broad government use of face recognition.” Even as facial recognition addresses its diversity problem, there are still too many potential issues concerning how it’s used. “The security and policing industries are predicated on this idea that Black people are dangerous,” Mutale Nkonde says. “And so **when thinking about tools for policing or tools for security, there is going to be this disproportionate deployment against Black people**.” That is why Nkonde supports banning the software’s use outright: “I would want to see a ban around human subjects, just because I think the privacy trade-offs are too huge.” Privacy tips for using everyday things with facial recognition Although policy changes, whether in the form of regulation or bans, offer the clearest way forward on a national scale, enacting such changes takes time. Meanwhile, there are smaller but not insignificant ways people interact with facial recognition on a daily basis that are worth thinking deeply about. “I think that the concerning thing and the place where the distinctions sort of blur is that the more we use face recognition, the less we start to think of it, the less we think of it as risky out in the world, we become accustomed to it,” says Lynch. “I think it’s a slippery slope from using face recognition on your phone to the government using face recognition to track us wherever we go.” What about facial recognition in Google Photos or Apple Photos? Photo organization was the first time many people saw facial recognition in action. Apple has [made a big show](https://www.theverge.com/2016/6/13/11924080/apple-ai-on-device-privacy-wwdc-2016/in/11687401) of describing how its facial recognition data in Photos [runs on the device (PDF)](https://www.apple.com/ios/photos/pdf/Photos_Tech_Brief_Sept_2019.pdf). This technology is more private than a cloud server, but it is also less accurate than cloud-based software. [Face grouping](https://support.google.com/photos/answer/6128838?hl=en) in Google Photos can be very accurate, but Google’s wide array of services and devices means the company tends to share data liberally [across the services it provides](https://www.latimes.com/business/la-fi-tn-google-face-match-20190507-story.html).

#### Large companies which use facial recognition technology powered by AI have stopped selling their software to law enforcements in the US

**Klosowski, 20 --** Klosowski, T. (2020, July 15). *Facial recognition is everywhere. here's what we can do about it.* The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/wirecutter/blog/how-facial-recognition-works/

Facial recognition—the software that maps, analyzes, and then confirms the identity of a face in a photograph or video—is one of the most powerful surveillance tools ever made. While many people interact with facial recognition merely as a way to unlock their phones or sort their photos, how companies and governments use it will have a far greater impact on people’s lives. When it’s a device you own or software you use, you may be able to [opt out of or turn off facial recognition](https://www.nytimes.com/wirecutter/blog/how-facial-recognition-works/#privacy-tips), but the ubiquity of cameras makes the technology increasingly difficult to avoid in public. **Concerns about that ubiquity, amplified by evidence of** [**racial profiling**](https://www.ibm.com/blogs/policy/facial-recognition-susset-racial-justice-reforms/) **and** [**protester identification**](https://onezero.medium.com/facial-recognition-is-law-enforcements-newest-weapon-against-protestors-c7a9760e46eb)**, have caused major companies, including Amazon, IBM, and Microsoft, to** [**put a moratorium on selling their software to law enforcement**](https://www.sciencefriday.com/segments/ai-equity/). But as moratoriums expire and the technology behind facial recognition gets better and cheaper, society will need to answer big questions about how facial recognition should be regulated, as well as small questions about which services we’re each willing to use and which privacy sacrifices we’re each willing to make. How facial recognition software works Most people have seen facial recognition [used in movies for decades (video)](https://www.youtube.com/watch?v=AoNT6u3mQew), but it’s rarely depicted correctly. Every facial recognition system works differently—often built on proprietary algorithms—but you can sort out the process into three basic types of technology: Detection is the process of finding a face in an image. If you’ve ever used a camera that detects a face and draws a box around it to auto-focus, you’ve seen this technology in action. On its own, it isn’t nefarious—face detection only focuses on finding a face, not the identity behind it.

#### Examples of how AI powered FRT is used and improperly identifies Black/Asian men

**Klosowski, 20 --** Klosowski, T. (2020, July 15). *Facial recognition is everywhere. here's what we can do about it.* The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/wirecutter/blog/how-facial-recognition-works/

Analysis (aka attribution) is the step that maps faces—often by measuring the distance between the eyes, the shape of the chin, the distance between the nose and mouth—and then converts that into a string of numbers or points, often called a “faceprint.” Goofy Instagram or Snapchat filters [use similar technology (video)](https://www.youtube.com/watch?v=Pc2aJxnmzh0). Although analysis can suffer from glitches, particularly involving misidentification, that’s generally problematic only when the faceprint is added to a recognition database. Recognition is the attempt to confirm the identity of a person in a photo. This process is used for verification, such as in a security feature on a newer smartphone, or for identification, which attempts to answer the question “Who is in this picture?” And this is where the technology steps into the creepier side of things. The detection phase of facial recognition starts with an algorithm that learns what a face is. Usually the creator of the algorithm does this by “training” it with photos of faces. If you cram in enough pictures to train the algorithm, over time it learns the difference between, say, a wall outlet and a face. Add another algorithm for analysis, and yet another for recognition, and you’ve got a recognition system. The diversity of photos fed into the system has a profound effect on its accuracy during the analysis and recognition steps. For example, if the sample sets mostly include white men—as was the case in the training of early facial recognition systems—the programs [will struggle](https://www.aclu.org/blog/privacy-technology/surveillance-technologies/amazons-face-recognition-falsely-matched-28) to accurately identify BIPOC faces and women. The best facial recognition software [has started to correct for this](https://www.nist.gov/news-events/news/2018/11/nist-evaluation-shows-advance-face-recognition-softwares-capabilities) in recent years, but white males are still [falsely matched less frequently (PDF)](https://nvlpubs.nist.gov/nistpubs/ir/2019/NIST.IR.8280.pdf) than other groups; [some software misidentifies](https://www.washingtonpost.com/technology/2019/12/19/federal-study-confirms-racial-bias-many-facial-recognition-systems-casts-doubt-their-expanding-use/) some Black and Asian people 100 times more often than white men. Mutale Nkonde, fellow of the Digital Civil Society Lab at Stanford and member of the TikTok Content Advisory Council, notes that even if the systems are operating perfectly, issues with gender identification remain: “Labels are typically binary: male, female. There is no way for that type of system to look at non-binary or even somebody who has transitioned.” Once a company trains its software to detect and recognize faces, the software can then find and compare them with other faces in a database. This is the identification step, where the software accesses a database of photos and cross-references to attempt to identify a person based on photos from a variety of sources, from mug shots to photos scraped off social networks. It then displays the results, usually ranking them by accuracy. These systems sound complicated, but with some technical skill, you [can build a facial recognition system yourself](https://www.nytimes.com/interactive/2019/04/16/opinion/facial-recognition-new-york-city.html) with off-the-shelf software. A brief history of facial recognition The roots of facial recognition formed in the 1960s, when Woodrow Wilson Bledsoe [developed a system](https://www.wired.com/story/secret-history-facial-recognition/) of measurements to [classify photos](https://archive.org/details/firstfacialrecognitionresearch/mode/2up) of faces. A new, unknown face could then be [compared against the data points of previously entered photos](https://archive.org/details/firstfacialrecognitionresearch/mode/2up). The system wasn’t fast by modern standards, but it proved that the idea had merit. By 1967, interest from law enforcement was already creeping in, and such organizations appear to have funded Bledsoe’s continued research—which was never published—into a matching program. Throughout the ’70s, ’80s, and ’90s, new approaches with catchy names like the [“Eigenface approach” (PDF)](https://sites.cs.ucsb.edu/~mturk/Papers/mturk-CVPR91.pdf) and “[Fisherfaces](https://ieeexplore.ieee.org/document/598228)” improved the technology’s ability to [locate a face and then identify features](https://www.sciencedirect.com/topics/computer-science/eigenface-approach), paving the way for modern automated systems. Facial recognition’s first dramatic shift to the public stage in the US also brought on its first big controversy.

#### Error rates with AI using facial recognition technology are alarmingly high

**Klosowski, 20 --** Klosowski, T. (2020, July 15). *Facial recognition is everywhere. here's what we can do about it.* The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/wirecutter/blog/how-facial-recognition-works/

In 2001, law enforcement officials used facial recognition on crowds at Super Bowl XXXV. Critics called it a violation of [Fourth Amendment rights against unreasonable search and seizure](https://www.wired.com/2001/02/call-it-super-bowl-face-scan-i/). That year also saw the first widespread [police use of the technology](https://www.nytimes.com/2020/01/12/technology/facial-recognition-police.html) with a [database operated by the Pinellas County Sheriff’s Office](https://www.tampabay.com/news/publicsafety/study-pinellas-sheriffs-facial-recognition-system-has-danger-of-abuse-and/2298543/), now one of the [largest local databases in the country](https://www.perpetuallineup.org/jurisdiction/florida). Skip ahead a few years to 2008, when Illinois’s [Biometric Information Privacy Act](https://www.natlawreview.com/article/illinois-biometric-information-privacy-act-bipa-when-will-companies-heed-warning) went into effect, becoming the first law of its kind in the US to regulate the unlawful collection and storage of biometric information, including photos of faces. Jennifer Lynch, surveillance litigation director at the Electronic Frontier Foundation, describes BIPA as the model for commercial regulation. “Illinois requires notice and written opt-in consent for the collection of any kind of biometric,” she says. “At this point, Illinois is the only state that requires that.” The 2010s kickstarted the modern era of facial recognition, as computers were finally powerful enough to train the neural networks required to make facial recognition a standard feature. In 2011, facial recognition served to [confirm the identity of Osama bin Laden](https://www.reuters.com/article/us-binladen-dna/u-s-tests-bin-ladens-dna-used-facial-id-official-idUSTRE7411HJ20110502). In 2014, Facebook [publicly revealed its DeepFace](https://slate.com/technology/2014/03/deepface-facebook-face-recognition-software-is-97-percent-accurate.html) photo-tagging software, the same year facial recognition played a key part in [convicting a thief in Chicago](https://arstechnica.com/tech-policy/2014/06/first-chicago-robber-caught-via-facial-recognition-gets-22-years/) and the same year Edward Snowden released documents showing the extent to which the [US government was collecting images](https://www.nytimes.com/2014/06/01/us/nsa-collecting-millions-of-faces-from-web-images.html) to build a database. In 2015, [Baltimore police used facial recognition](https://www.rollingstone.com/culture/culture-features/eyes-over-baltimore-how-police-use-military-technology-to-secretly-track-you-126885/) to identify participants in protests that arose after Freddie Gray was killed by a spinal injury suffered in a police van. Facial recognition first trickled into personal devices as a security feature with [Windows Hello](https://www.cnet.com/news/microsoft-introduces-windows-hello-for-signing-in-with-your-face-finger-or-iris/) and [Android’s Trusted Face](https://www.howtogeek.com/403453/why-face-id-is-much-more-secure-than-androids-face-unlock/) in 2015, and then with the introduction of the [iPhone X and Face ID in 2017](https://www.cnet.com/news/apple-face-id-truedepth-how-it-works/). Things have ramped up since then: In 2017, President Donald Trump issued an executive order [expediting facial recognition usage](https://www.buzzfeednews.com/article/daveyalba/these-documents-reveal-the-governments-detailed-plan-for) at US borders (and private airlines have since [made their own efforts](https://www.cnn.com/travel/article/airports-facial-recognition/index.html) to incorporate the technology). In 2018, Taylor Swift’s security team [used facial recognition to identify stalkers](https://www.rollingstone.com/music/music-news/taylor-swift-facial-recognition-concerts-768741/), and [China rapidly increased its usage](https://www.washingtonpost.com/news/world/wp/2018/01/07/feature/in-china-facial-recognition-is-sharp-end-of-a-drive-for-total-surveillance/). Facial recognition [came to Madison Square Garden as a general security measure](https://www.nytimes.com/2018/03/13/sports/facial-recognition-madison-square-garden.html), and retailers in the US experimented with the tech to [track both legitimate shoppers and shoplifters](https://nymag.com/intelligencer/2018/10/retailers-are-using-facial-recognition-technology-too.html). In 2019, a [landlord in New York tried installing it to replace keys](https://www.nbcnewyork.com/news/local/residents-brooklyn-building-fight-landlord-installing-face-recognition/1544349/), and [several schools attempted the same](https://www.wired.com/story/delicate-ethics-facial-recognition-schools/). Today, a handful of cities—[San Francisco](https://www.nytimes.com/2019/05/14/us/facial-recognition-ban-san-francisco.html), [Oakland](https://www.sfchronicle.com/bayarea/article/Oakland-bans-use-of-facial-recognition-14101253.php), and [Berkeley](https://gizmodo.com/berkeley-becomes-fourth-u-s-city-to-ban-face-recogniti-1839087651) in California, plus [Boston](https://www.cnet.com/news/boston-votes-to-ban-government-use-of-facial-recognition/) and [Somerville](https://www.vice.com/en_us/article/paj4ek/somerville-becomes-the-second-us-city-to-ban-facial-recognition) in Massachusetts—have banned facial recognition usage by government entities. The country has also seen [the first known case](https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html) of a false positive leading to an arrest in the US. After Black Lives Matter police-brutality protests started in June, several large facial recognition vendors, including Amazon, IBM, and Microsoft, [put a halt on selling their technology](https://www.businessinsider.com/amazon-microsoft-ibm-halt-selling-facial-recognition-to-police-2020-6?op=1) to law enforcement. However, other, new players have entered the arena. Clearview AI made news in early 2020 when [The New York Times revealed](https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-recognition.html) that the company regularly ran its recognition software against a database of photos scraped from sources across the internet, including social media, news sites, and employment sites—[which Wirecutter](https://www.nytimes.com/wirecutter/blog/data-harvesting-by-companies/), and [many others](https://www.vice.com/en_us/article/5dmkyq/heres-the-file-clearview-ai-has-been-keeping-on-me-and-probably-on-you-too), were able to confirm with testing—in a process that it used to identify suspects. In May 2020, the ACLU announced a lawsuit against Clearview AI in Illinois state court alleging that it violated the privacy rights of Illinois residents under BIPA. Clearview AI is an outlier only in that it has faced public scrutiny: Equally [less ethical software companies](https://www.vice.com/en_us/article/pkygg7/we-asked-43-facial-recognition-companies-if-theyll-refuse-to-work-with-cops) exist—companies that will sell their software to local law enforcement, usually with no oversight or public scrutiny into where the photos come from or how the identification algorithms work.

#### Error via the criminal justice system spurs privacy concerns. False arrests or lack thereof brews mistrust in the technology

**Klosowski, 20 --** Klosowski, T. (2020, July 15). *Facial recognition is everywhere. here's what we can do about it.* The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/wirecutter/blog/how-facial-recognition-works/

The arguments for and against facial recognition Proponents of facial recognition suggest that the software is useful because alongside identifying suspects, it [can monitor known criminals](https://www.bbc.co.uk/news/world-asia-china-43751276) and help [identify child victims of abuse](https://www.nytimes.com/2020/02/07/business/clearview-facial-recognition-child-sexual-abuse.html). In crowds, it could monitor for suspects at large events and increase security at airports or border crossings. The most long-running type of facial recognition software runs a photo through a government-controlled database, such as the [FBI’s database of over 400 million photos](https://www.eff.org/deeplinks/2016/06/fbi-can-search-400-million-face-recognition-photos), which includes driver’s licenses from some states, to identify a suspect. Local police departments use a variety of facial recognition software, often purchased from [private companies](https://www.vice.com/en_us/article/pkygg7/we-asked-43-facial-recognition-companies-if-theyll-refuse-to-work-with-cops). There’s a long list of benefits facial recognition can offer outside of law enforcement, adding convenience or security to everyday things and experiences. Facial recognition is helpful for organizing photos, useful in securing devices like [laptops](https://support.microsoft.com/en-us/help/4028017/windows-learn-about-windows-hello-and-set-it-up) and [phones](https://www.cnet.com/how-to/the-iphone-and-ipads-face-id-tech-is-pretty-darn-cool-heres-how-it-works-and-how-to-use-it/), and [beneficial in assisting blind and low-vision communities](https://www.nytimes.com/2020/01/17/opinion/sunday/facebook-facial-recognition-accessibility.html). It can be a more secure option for entry into places of business, fraud protection at ATMs, event registration, or logging in to online accounts. Advertising and commercial applications of facial recognition promise a [wide array of supposed benefits](https://www.inc.com/molly-reynolds/how-facial-recognition-is-shaping-the-future-of-marketing-innovation.html), including tracking customer behavior in a store to personalize ads online. Brenda Leong, senior counsel and director of artificial intelligence and ethics at Future of Privacy Forum, suggested in an interview that proponents point to facial recognition as a replacement for loyalty programs or gated access: “You just walk through a set of cameras and all those things happen very seamlessly, sports arenas, event venues, amusement parks, all those places either are using or would have ideas of ways to use it similarly.” Opponents don’t think these benefits are worth the privacy risks, nor do they trust the systems or the people running them. The first point of contention lies in the act of collection itself—it’s very easy for law enforcement to collect photos but nearly impossible for the public to avoid having their images taken. Mug shots, for example, happen upon arrest but before conviction. [**Error rates in recognition**](https://www.vice.com/en_us/article/dyzykz/detroit-police-chief-facial-recognition-software-misidentifies-96-of-the-time) **are also problematic, both in a false-positive sense, where an innocent person is falsely identified, and a false-negative sense, where a guilty person isn’t identified.** The facial recognition software that law enforcement agencies use isn’t currently available for public audit, and the algorithms that power the detection and identification software are often closed-box proprietary systems that researchers can’t investigate.

#### Falling into the “wrong hands” will be catastrophic in data biases and predictive policing and targeting

**Klosowski, 20 --** Klosowski, T. (2020, July 15). *Facial recognition is everywhere. here's what we can do about it.* The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/wirecutter/blog/how-facial-recognition-works/

When the public doesn’t know how these facial recognition systems work or how accurate they are, the public doesn’t know whether these systems are being used appropriately, especially in law enforcement. Joseph Flores, a [software developer](https://www.linkedin.com/in/joseph-flores-672bb918/) who in his free time uses machine learning for [art projects](https://mojiferous.com/works?medium_type=All&artwork_series=2316&artwork_structure=All) (disclosure: I’ve worked on related artistic projects with Flores, for fun, not for profit), explained to me how he often intentionally biases his data sets to produce the results he wants, something law enforcement could also do: “You could do the same with your law enforcement facial recognition data to make sure that your friends were unrecognizable and your enemies were misidentified as criminals.” Flores adds, “It’s hard to challenge the legality or the reliability of math that you can’t review. Especially with the data scale we’re talking about. With no review everything is falsifiable and just modern phrenology.” Another growing issue is law enforcement’s interest in real-time recognition in live video feeds or police body-cam footage. But even cities that enthusiastically moved forward with the technology, such as Orlando, Florida—where the police department used Amazon’s Rekognition software [to attempt to identify suspects](https://www.buzzfeednews.com/article/daveyalba/amazon-facial-recognition-orlando-police-department) in real time from video streams—have [dialed those efforts back](https://www.orlandoweekly.com/Blogs/archives/2019/07/18/orlando-cancels-amazon-rekognition-capping-15-months-of-glitches-and-controversy) after the technology failed to live up to expectations. But just because real-time facial recognition still suffers from hiccups on a large scale in live testing doesn’t mean it won’t become widespread in the future. The idea is so appalling to some communities that the practice is [already temporarily banned](https://www.washingtonpost.com/technology/2019/09/12/california-could-become-largest-state-ban-facial-recognition-body-cameras/) in California, Oregon, and New Hampshire. The future of facial recognition and regulation Generally speaking, the future of facial recognition can take any of three possible forms: no regulation at all, some regulation, and banning. No regulation The Black Mirror episodes illustrating a world devoid of facial recognition regulation write themselves. Brenda Leong provided a few examples: “It’s very easy to create very Orwellian futures, where things are tracking you everywhere you go by your face because cameras are everywhere. If you’re a student it could be literally watching whether you’re focusing on your work versus daydreaming. If you’re an employee, monitoring your engagement on your computer or telling whether you wandered off somewhere else.” **The list of surveillance possibilities is nearly endless**, with [China’s “Social Credit Score”](https://time.com/collection/davos-2019/5502592/china-social-credit-score/) or the London police force’s [use of facial recognition cameras in real time](https://www.pbs.org/newshour/world/london-police-to-use-facial-recognition-cameras-stoking-privacy-fears) offering a glimpse of one particularly grim reality. Regulation As of this writing, there’s [one proposed US law](https://www.nbcnews.com/tech/security/2-democratic-senators-propose-ban-use-facial-recognition-federal-law-n1232128) on a federal level banning police and FBI use of facial recognition, as well as another that [allows exceptions with a warrant](https://www.nextgov.com/emerging-tech/2020/02/senators-call-moratorium-governments-use-facial-recognition/163131/). Still [another bill](https://www.blunt.senate.gov/news/press-releases/blunt-schatz-introduce-bipartisan-commercial-facial-recognition-privacy-act) requires businesses to ask consent before using facial recognition software publicly, and yet another [bans its use in public housing](https://www.congress.gov/bill/116th-congress/house-bill/4008/text?r=11&s=1). Although facial recognition is certainly having a moment, it’s still unclear which of these bills, if any, will have enough support to become laws. When anyone talks about regulating facial recognition, they need to divide the idea into two parts: regulating commercial use and regulating government use, including that of law enforcement. For commercial use, Leong stresses, the main thrust of regulation concerning any commercial feature—a loyalty program, theme park VIP access, or whatever else—should be consent. Facial recognition “should never be the default,” she says. “It should never be part of the standard terms of service or privacy policy. And it should never be like the thing that happens that you have to then go opt out of.”

#### Companies like Facebook have shown misuse in their collection and use of data through AI powered FRT

**Klosowski, 20 --** Klosowski, T. (2020, July 15). *Facial recognition is everywhere. here's what we can do about it.* The New York Times. Retrieved June 8, 2022, from https://www.nytimes.com/wirecutter/blog/how-facial-recognition-works/

In 2016, [Google was sued](https://www.ibtimes.com/google-gets-sued-over-face-recognition-joining-facebook-shutterfly-battle-over-2330278) in Illinois for its use of facial recognition, but that suit was [later dismissed](https://www.theverge.com/2018/12/29/18160432/google-facial-recognition-lawsuit-dismissal-illinois-privacy-act-snapchat-facebook). In 2020, a new [class action suit](https://www.mediapost.com/publications/article/346807/google-hit-with-new-lawsuit-over-faceprints.html) alleges a similar offense. Although the ability to organize photos by faces using the facial recognition feature in a photos app offers quantifiable benefits, there is a privacy trade-off to consider. **It’s difficult to know exactly how a company might misuse your data**; this was the case with the photo storage company Ever, whose customers [trained the Ever AI algorithm](https://www.nbcnews.com/tech/security/millions-people-uploaded-photos-ever-app-then-company-used-them-n1003371) without realizing it. You can [disable face grouping in Google Photos](https://support.google.com/photos/answer/6128838?co=GENIE.Platform%3DAndroid&hl=en). You can’t turn the corresponding feature off in Apple’s Photos app, but if you don’t actively go in and link a photo to a name, the recognition data never leaves your device. What about Facebook? Facebook likely has the [largest facial data set ever assembled](https://slate.com/technology/2019/07/facebook-facial-recognition-ice-bad.html), and if Facebook has proven anything over the years, it’s that [people shouldn’t trust the company](https://www.wired.com/story/why-zuckerberg-15-year-apology-tour-hasnt-fixed-facebook/) to do the right thing with the data it collects. [Facebook recently agreed](https://www.nytimes.com/2020/01/29/technology/facebook-privacy-lawsuit-earnings.html) to pay $550 million to settle a lawsuit in Illinois over its photo tagging system. [Here’s how to opt out.](https://about.fb.com/news/2019/09/update-face-recognition/) What about unlocking a phone or computer? As the features work now, face unlock typically happens only on the device itself, and that data is never uploaded to a server or added to a database. What about facial recognition in home security cameras? The systems behind security cameras [lack clear consent](https://www.nytimes.com/2019/10/07/opinion/security-camera-privacy.html) as they record and opt-in people automatically, often in defiance of local privacy laws, [an ethical problem many people neglect to consider](https://www.nytimes.com/wirecutter/blog/security-cameras-ethics-and-the-law/). Right now, only a handful of home security cameras include facial recognition, [including Wirecutter’s smart doorbell upgrade pick](https://www.nytimes.com/wirecutter/reviews/best-smart-doorbell-camera/), Google’s Nest Hello. Face detection on Nest cameras is [off by default](https://support.google.com/googlenest/answer/9268625?co=GENIE.Platform%3DAndroid&hl=en), however. More worrisome to privacy advocates is the potential inclusion of [facial recognition with Ring cameras](https://www.buzzfeednews.com/article/nicolenguyen/amazon-ring-facial-recognition-ukraine), a system that [shares data with police](https://www.nytimes.com/wirecutter/reviews/best-smart-doorbell-camera/#what-about-ring) through its Neighbors app. Do you need to worry about those goofy face apps that pop up once a year or so? The most recent app to break through in this arena was FaceApp, which [gained popularity](https://www.forbes.com/sites/haroldstark/2017/04/25/introducing-faceapp-the-year-of-the-weird-selfies/#c3a493743d29) by allowing people to age themselves. Although the company says it [doesn’t use the app to train facial recognition software](https://www.washingtonpost.com/technology/2019/07/17/you-downloaded-faceapp-heres-what-youve-just-done-your-privacy/), it’s difficult to know what might happen with the data the app collects if the company gets sold. The same goes for whatever the next version of FaceApp is. It’s best to be wary of this type of software. Can facial recognition identify you if you’re wearing a mask? It’s [not likely right now](https://venturebeat.com/2020/04/08/facial-recognition-is-no-match-for-face-masks-but-things-are-changing-fast/) but may be in the future. One company in China was able to [get facial recognition working on 95% of mask wearers](https://arstechnica.com/tech-policy/2020/03/how-china-built-facial-recognition-for-people-wearing-masks/), but this specific software was designed for small-scale databases of around 50,000 employees. Companies are [scrambling to solve this problem](https://www.cnet.com/health/facial-recognition-firms-are-scrambling-to-see-around-face-masks/). Where society goes from here promises to be a mixture of policy and tweaks to people’s personal habits, but the conversation concerning the technology likely isn’t going anywhere for a long time. Like any technology, facial recognition is itself just software, but as Mutale Nkonde notes, how society uses it is what matters: “It’s the way the tool impacts our civil and human rights that is my point of intervention, because I think that all technology is agnostic.”

### China Ext.

#### This inevitably leads to Chinese military advancement and increased competitiveness in the name of “national security”

**Creemers et al, 2017 --** Creemers, R., Triolo, P., Webster, G., & Kania, E. B. (2017, August 1). *China's plan to 'lead' in AI: Purpose, prospects, and Problems*. New America. Retrieved June 13, 2022, from https://www.newamerica.org/cybersecurity-initiative/blog/chinas-plan-lead-ai-purpose-prospects-and-problems/

Based on these foundations for its innovation ambitions, China plans to pursue cutting-edge advances in a category of critical next-generation AI technologies in order to “occupy the commanding heights” of AI science and technology. The plan calls for progress in new “AI 2.0” technologies, including big data intelligence, cross-media intelligence, swarm intelligence, hybrid-augmented intelligence (e.g., human-machine symbiosis or brain-computer collaboration), swarm intelligence, and autonomous intelligent systems, among others. China appears to be particularly focused on approaches that could enable paradigmatic changes in AI, such as high-level machine learning (e.g., self-adaptive learning or autonomous learning), brain-inspired AI, and quantum-accelerated machine learning. The trajectory of this ambitious agenda for research and development remains to be seen, but it is clear that China aspires to lead the world in next-generation AI and could devote extensive resources, including massive amounts of funding, data, and human capital, to this endeavor. Through this AI 2.0 agenda, the Chinese government plans to leverage its rise in AI to enhance national competitiveness, while bolstering its capacity to ensure state security and national defense. The Chinese Communist Party will certainly seek to direct the development of AI in accordance with the interests and imperatives of the Party-state. Consequently, AI will have a range of applications in the domain of “social governance,” including to protect public security and social stability. Certain of these AI applications are already being deployed, including the use of facial recognition to track down criminals and dissidents and even attempts to predict future criminal behavior based on human behavior, reminiscent of Minority Report. According to the plan, the Chinese government will leverage AI to create systems for intelligent monitoring and early warning and control of potential (or perceived) threats. Concurrently, the Chinese leadership wants to ensure that advances in AI can be leveraged for national defense, through a national strategy for military-civil fusion (军民融合). According to the plan, resources and advances will be shared and transferred between civilian and military contexts. This will involve the establishment and normalizing of mechanisms for communication and coordination among scientific research institutes, universities, enterprises, and military industry. Utilizing such approaches, China intends to apply new-generation AI as a “powerful support” to command decision-making, military deduction, defense equipment, and other areas. In practice, repurposing breakthroughs in AI across domains will not necessarily be straightforward. Nonetheless, the PLA will seek to leverage the available resource and advances to enable defense innovation and enhance its capabilities in future “intelligentized” (智能化) warfare, potentially changing paradigms of military power.

#### AI R&D, data training, and talent acquisition will be dominated by the private sector

**Creemers et al, 2017 --** Creemers, R., Triolo, P., Webster, G., & Kania, E. B. (2017, August 1). *China's plan to 'lead' in AI: Purpose, prospects, and Problems*. New America. Retrieved June 13, 2022, from https://www.newamerica.org/cybersecurity-initiative/blog/chinas-plan-lead-ai-purpose-prospects-and-problems/

Meanings of Leadership in AI Government scientists, S&T bureaucrats, and planners are unlikely to substantively lead China’s AI development when private companies are the ones developing crucial data resources and are much more able to attract and pay for top AI talent. Existing momentum in the private sector will already doubtless make Chinese efforts among the world leaders in several types of AI applications by 2030, though it may not be a government plan that makes the difference. The question remains what that leadership means, as many AI applications are developed based on culturally, linguistically, and geographically bounded data. For instance, if a Chinese company develops natural language processing technology that gives Chinese users a level of capability unmatched globally, that doesn’t mean it can necessarily market the same service in other languages. Other more mundane challenges include ownership of high resolution digital maps that will be required for autonomous driving. At very least, the notion of one nation leading in AI generally will be complicated by the field’s diversity of technical and social challenges, as well as the different inputs necessary for different applications—not to mention that a comprehensively leading effort will by definition take place across borders. The plan’s recognition of the need for regulatory, legal, and ethical principles for AI development and use does, however, represent an uncommonly foresighted approach. Of course, the Chinese government’s approach to AI regulation, ethics, and economic adjustment will reflect is broader model of governance and ideology. Thus it will be crucial for other jurisdictions, for instance the United States and the EU, to develop regulatory, ethical, and developmental approaches that reflect their own values. Part III: Changing Paradigms Through Independent Innovation and “Next Generation AI” By Elsa B. Kania The Chinese leadership sees technological innovation, particularly in AI, as a core aspect of international competition. Beyond informatization, China is embarking upon an agenda of “intelligentization” (智能化), seeking to take advantage of the transformative potential of AI throughout society, the economy, government, and the military. Through this new plan, China intends to pursue “indigenous innovation” in the “strategic frontier” technology of AI in furtherance of a national strategy for innovation-driven development. If this were only rhetoric, such a focus on innovation might remain aspirational. However, this plan includes an extensive and detailed agenda, with sustained focus and significant funding, to build up China’s capability in innovation capability to enable advances in next-generation AI technologies. Looking forward, China may have the potential to lead the world in this new AI revolution, potentially surpassing the United States in the process. Despite its remarkable rise in AI, this plan candidly acknowledges several shortcomings in China’s current capacity relative to the cutting edge of the field. To date, China has not produced major original results in AI and has lagged in critical components, such as high-performance chips for machine learning. There has not been a systematic high-level design for research and development. Chinese research institutions and enterprises have yet to establish influence at the international level. Meanwhile, the aggressive attempts of major Chinese tech companies to recruit leading AI talent abroad is seemingly symptomatic of the gap between the available talent within China and the demand for it. While China remains in the process of building up indigenous capacity, the plan calls for the leveraging of “international innovation resources.”

### Russia/Ukraine Ext.

#### Russia already against NATO now – increased Russian aggression looms war

**Blinken, 1/20 --** Blinken, A. J. (2022, January 20). *The stakes of Russian aggression for Ukraine and beyond - united states department of state*. U.S. Department of State. Retrieved June 15, 2022, from https://www.state.gov/the-stakes-of-russian-aggression-for-ukraine-and-beyond/

Good afternoon. First, let me say how honored I am by the presence of so many friends, colleagues, leaders across different communities here in Germany, and also leaders in the partnership that links our two countries. I’m grateful to all of you for being here, grateful for this opportunity as well to be at the Academy of Sciences and Humanities. I heard a little bit from Sigmar about the history, briefly walked the hallways, and I very much appreciate this hospitality. But it’s an institution with an extraordinary tradition of scholarship, discovery stretching back more than 300 years. And I understand that, among other luminaries, Albert Einstein was a member here, so I should probably let you know that my remarks today will include very little about astrophysics, which will be to everyone’s benefit. I want to thank all the institutions that are cohosting us, including Atlantik-Brücke. By the way, my own history with the Brücke, the bridge, goes back well more than 20 years. I remember very well spending time with visiting colleagues from Germany during the Clinton administration. But it’s pleasure to be with you, the German Marshall Fund, the Aspen Institute, the American Council on Germany. And I can’t not acknowledge a great friend, colleague going back to my university days, the Clinton administration, the Obama administration, Dan Benjamin. It’s wonderful to see you as well. Over the years, these organizations have helped build, strengthen, and deepen the ties between our countries. One of the markers of a strong democracy is a robust, independent civil society, and I’m grateful to our cohosts for their contributions to democracy on both sides of the Atlantic and, again, for bringing us together today. So as Sigmar said, and as all of you know, I have come to Berlin at a moment of great urgency for Europe, for the United States, and, I would argue, for the world. Russia is continuing to escalate its threat toward Ukraine. We’ve seen that again in just the last few days with increasingly bellicose rhetoric, building up its forces on Ukraine’s borders, including now in Belarus. Russia has repeatedly turned away from agreements that have kept the peace across the continent for decades. And it continues to take aim at NATO, a defensive, voluntary alliance that protects nearly a billion people across Europe and North America, and at the governing principles of international peace and security that we all have a stake in defending. Those principles, established in the wake of two world wars and a cold war, reject the right of one country to change the borders of another by force; to dictate to another the policies it pursues or the choices it makes, including with whom to associate; or to exert a sphere of influence that would subjugate sovereign neighbors to its will. To allow Russia to violate those principles with impunity would drag us all back to a much more dangerous and unstable time, when this continent and this city were divided in two, separated by no man’s lands, patrolled by soldiers, with the threat of all-out war hanging over everyone’s heads. It would also send a message to others around the world that these principles are expendable, and that, too, would have catastrophic results.

#### US and NATO allies have already attempted and failed in their pursuit of diplomatic resolution with Russia

**Blinken, 1/20 --** Blinken, A. J. (2022, January 20). *The stakes of Russian aggression for Ukraine and beyond - united states department of state*. U.S. Department of State. Retrieved June 15, 2022, from https://www.state.gov/the-stakes-of-russian-aggression-for-ukraine-and-beyond/

That’s why the United States and our allies and partners in Europe have been so focused on what’s happening in Ukraine. It’s bigger than a conflict between two countries. It’s bigger than Russia and NATO. It’s a crisis with global consequences, and it requires global attention and action. Here today, among this rapidly unfolding situation, I’d like to try to cut through to the facts of the matter. To begin, Russia claims that this crisis is about its national defense, about military exercises, weapons systems, and security agreements. Now, if that’s true, we can resolve things peacefully and diplomatically. There are steps we can take – the United States, Russia, the countries of Europe – to increase transparency, reduce risks, advance arms control, build trust. We’ve done this successfully in the past and we can do it again. And, indeed, it’s what we set out to do last week in the discussions that we put forward at the Strategic Stability Dialogue between the United States and Russia, at the NATO-Russia Council, and at the OSCE. At those meetings and many others, the United States and our European allies and partners have repeatedly reached out to Russia with offers of diplomacy in a spirit of reciprocity. So far, our readiness to engage in good faith has been rebuffed, because in truth this crisis is not primarily about weapons or military bases. It’s about the sovereignty and self-determination of Ukraine and all states. And at its core, it’s about Russia’s rejection of a post-Cold War Europe that is whole, free, and at peace. For all our profound concerns with Russia’s aggression, provocations, political interference – including against the United States – the Biden administration has made clear our willingness to pursue a more stable, predictable relationship; to negotiate arms control agreements, like the renewal of New START, and launch our Strategic Stability Dialogue; to pursue common action to address the climate crisis and work in common cause to revive the Iran nuclear deal. And we appreciate how Russia has engaged with us in these efforts. And despite Moscow’s reckless threats against Ukraine and dangerous military mobilization – despite its obfuscation and disinformation – the United States, together with our allies and partners, have offered a diplomatic path out of this contrived crisis. That’s why I’ve returned to Europe – Ukraine yesterday, Germany here today, Switzerland tomorrow, where I’ll meet with Russian Foreign Minister Lavrov and once again seek diplomatic solutions. The United States would greatly prefer those to be the case, and certainly prefer diplomacy to the alternatives. We know our partners in Europe feel the same way. So do people and families across the continent, because they know that they will bear the greatest burden if Russia rejects diplomacy. And we look to countries beyond Europe, to the international community as a whole to make clear the costs to Russia if it seeks conflict, and to stand up for all the principles that protect all of us. So let’s look plainly at what’s at stake right now, who will actually be affected, and who is responsible. In 1991, millions of Ukrainians went to the polls to say that Ukraine would no longer be ruled by autocrats but would govern itself. In 2014, the Ukrainian people stood up to defend their choice for a democratic and European future. They’ve been living under the shadow of Russian occupation in Crimea and aggression in Donbas ever since.

#### Russian aggression destroys democracy – a direct attack against NATO values

**Blinken, 1/20 --** Blinken, A. J. (2022, January 20). *The stakes of Russian aggression for Ukraine and beyond - united states department of state*. U.S. Department of State. Retrieved June 15, 2022, from https://www.state.gov/the-stakes-of-russian-aggression-for-ukraine-and-beyond/

The war in eastern Ukraine, orchestrated by Russia with proxies that it leads, trains, supplies, and finances – well, that’s killed more than 14,000 Ukrainians. Thousands more have been wounded. Entire towns have been destroyed. Nearly one and a half million Ukrainians have fled their homes to escape the violence. For Ukrainians in Crimea and the Donbas, the repression is acute. Russia blocks Ukrainians from crossing the line of contact, cutting them off from the rest of the country. Hundreds of Ukrainians are being held as political prisoners by Russia and its proxies. Hundreds of families don’t know if their loved ones are alive or dead. And the humanitarian needs are growing. Nearly 3 million Ukrainians, including a million elderly people and half a million children, urgently need food, shelter, and other life-saving assistance. But of course, even Ukrainians who live far away from the fighting are affected by it. This is their country; these are their fellow citizens. And nowhere in Ukraine are people free from Russia’s malign activities. Moscow has sought to undermine Ukraine’s democratic institutions, interfered in Ukraine’s politics and elections, blocked energy and commerce to intimidate Ukraine’s leaders and pressure its citizens, used propaganda and disinformation to sow mistrust, launched cyber attacks on the country’s critical infrastructure. The campaign to destabilize Ukraine has been relentless. And now Russia is poised to go even further. The human toll of renewed aggression by Russia would be by many magnitudes higher than what we’ve seen to date. Russia justifies its actions by claiming that Ukraine somehow poses a threat to its security. This turns reality on its head. Whose troops are surrounding whom? Which country has claimed another’s territory through force? Which military is many times the size of the other? Which country has nuclear weapons? Ukraine isn’t the aggressor here; Ukraine is just trying to survive. No one should be surprised if Russia instigates a provocation or incident and then tries to use it to justify military intervention, hoping that by the time the world realizes the ruse it’ll be too late. There’s been a lot of speculation about President Putin’s true intentions, but we don’t actually have to guess. He’s told us repeatedly. He’s laying the groundwork for an invasion because he doesn’t believe that Ukraine is a sovereign nation. He said it flat out to President Bush in 2008, and I quote, “Ukraine isn’t a real country.” He said in 2020, and I quote, “Ukrainians and Russians are one and the same people.” Just a few days ago, the Russian ministry of foreign affairs tweeted in celebration of the anniversary of Ukraine and Russia’s unification in the year 1654. That’s a pretty unmistakable message this week of all weeks. And so the stakes for Ukraine come more fully into view. This is not only about a possible invasion and war. It’s about whether Ukraine has a right to exist as a sovereign nation. It’s about whether Ukraine has a right to be a democracy. This hasn’t stopped with Ukraine. All the former Soviet socialist republics became sovereign nations in 1990 and 1991. One of them is Georgia. Russia invaded it in 2008. Thirteen years later, nearly 300,000 Georgians are still displaced from their homes. Another is Moldova. Russia maintains troops and munitions there against the will of its people. If Russia invades and occupies Ukraine, what’s next? Certainly, Russia’s efforts to turn its neighbors into puppet states, to control their activities, to crack down on any spark of democratic expression will intensify. Once the principles of sovereignty and self-determination are thrown out, you revert to a world in which the rules we shaped together over decades erode and then vanish.

#### Cooperative efforts between NATO and Russia have failed historically – only amps Russian aggression and destructive weapon development
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And that emboldened some governments to do whatever it takes to get whatever they want, even if that means shutting down another country’s internet, cutting off heating oil in the dead of winter, or sending in tanks – all tactics Russia has used against other countries in recent years. That’s why governments and citizens everywhere should care about what’s happening in Ukraine. It may seem like a distant regional dispute or yet another example of Russian bullying, but at stake, again, are principles that have made the world safer and more stable for decades. Now alternatively, **Russia says the problem is NATO**. On its face, that’s absurd. NATO didn’t invade Georgia; NATO didn’t invade Ukraine. Russia did. NATO is a defensive Alliance with no aggressive intent toward Russia. To the contrary, efforts by NATO to engage Russia have gone on for years, and unfortunately, been rejected. For example, in the NATO Russia Founding Act, which was intended to build trust and increase consultations and cooperation, NATO pledged to significantly reduce its military strength in Eastern Europe. And it’s done just that. Russia pledged to exercise similar restraint in its conventional force deployments in Europe. Again, instead, it invaded two countries. Russia says that NATO is encircling Russia. In fact, only 6 percent of Russia’s borders touch NATO countries. Compare that to Ukraine, which is now genuinely being encircled by Russian troops. In the Baltic countries and Poland, there are around 5,000 NATO troops who aren’t from those countries, and their presence is rotational, not permanent. Russia has put at least 20 times as many on Ukraine’s borders. President Putin says that NATO is, and I quote, “parking missiles on the porch of our house.” But it’s Russia that has developed ground-launched, intermediate-range missiles that can reach Germany and nearly all NATO European territory despite Russia being a party to the INF Treaty that prohibited these missiles. In fact, Russia’s violation led to the termination of that treaty, which has left us all less safe. It’s also worth noting that though Russia is not a member of NATO, it, like many non-NATO countries, has actually benefited from the peace, stability, and prosperity that NATO has helped make possible. Many of us remember vividly the tensions and fears of the Cold War era. The steps that the Soviet Union and the West took toward each other over those years to build understanding and establish agreed-upon rules for how our countries would act were welcomed by people everywhere because they turned down the heat and made military conflict less likely. Those breakthroughs are the result of a great deal of hard work by people on all sides. Now we’re seeing that hard work come undone. For example, in 1975, all OSCE countries, including Russia, signed the Helsinki Final Act, which established 10 guiding principles for international behavior, including respect for national sovereignty, refraining from the threat or use of force, the inviolability of frontiers, the territorial integrity of states, the peaceful settlement of disputes, and non-intervention in internal affairs. Russia has since violated every single one of those principles in Ukraine and has repeatedly made clear its disdain for them.

#### Russia has repeatedly gone back on peace pacts and treaties. They will continue R&D of AI despite of NATO regulations or oversight. This leads to international conflict
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In 1990, the OSCE countries, including Russia, agreed to the Vienna Document, a set of confidence- and security-building measures to increase transparency and predictability about military activities, including military exercises. Now, Russia selectively follows those provisions. For example, it holds large-scale military exercises that it claims are exempt from the notification and observation requirements of the Vienna Document because they’re conducted without prior notice to the troops involved. Last fall, Russia conducted military exercises in Belarus with more than 100,000 troops. It’s impossible that those exercises were no notice. And Moscow has failed to provide information on its military forces in Georgia, to notify the OSCE of its massive troop buildup around Ukraine last spring, to answer Ukraine’s questions about what it was doing, all of which are required under that 1990 agreement. In 1994, in a pact known as the Budapest Memorandum, Russia, the United States and Britain committed to, and I quote, “respect the independence and sovereignty and the existing borders of Ukraine and to refrain from the threat or use of force against” the country. Those promises helped persuade Ukraine to give up their nuclear arsenal inherited after the dissolution of the USSR and which was then the third largest nuclear arsenal in the world. Well, we need only ask the people living in Crimea and Donbas what happened to those pledges. There are many more examples I could cite. They all support the same conclusion: One country has repeatedly gone back on its commitments and ignored the very rules it agreed to despite others working hard to bring it along at every step. **That country is Russia**. Of course, Russia is entitled to protect itself, and the United States and Europe are prepared to discuss Russia’s security concerns and how we can address them in a reciprocal way. Russia has concerns about its security and actions that it says the United States and Europe and NATO are taking that somehow threaten that security. We have profound concerns about the actions that Russia is taking that threaten our security. We can talk about all of that. But we will not treat the principles of sovereignty or territorial integrity enshrined in the UN Charter, affirmed by the UN Security Council, as negotiable. And if I could speak to the Russian people, I would say to them you deserve to live with security and dignity like all people everywhere, and no one – not Ukraine, not the United States, not NATO or its members – is seeking to jeopardize that. But what really risks your security is a pointless war with your neighbors in Ukraine with all the costs that come with it, most of all for the young people who will risk or even give their lives to it. At a time when COVID is running throughout the planet, we have a climate crisis, we need to rebuild the global economy, all of which demand so much of our attention and resources, is this really what you need – a violent conflict that will likely drag on? Would that actually make your lives more secure, more prosperous, more full of opportunity? And just think of what a great nation like Russia could achieve if it dedicated its resources, especially the remarkable talent of its human resources, its people, toward the most significant challenges of our time. We in the United States, our partners in Europe, we would welcome that.

#### Only de-escalation of military buildup solves Russian aggression. The aff cant solve
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Tomorrow I’ll meet with Foreign Minister Lavrov and I’ll urge that Russia find its way back to the agreements it swore to over the decades and to working with the United States and our allies and partners in Europe to write a future that can ensure our mutual security but also make clear that that possibility will be extinguished by Russian aggression against Ukraine, which would also do the very thing Moscow complains about: bolster the NATO defensive alliance. These are difficult issues we’re facing. Resolving them won’t happen quickly. I certainly don’t expect we’ll solve them in Geneva tomorrow. But we can advance our mutual understanding. And that, combined with de-escalation of Russia’s military buildup on Ukraine’s borders – that can turn us away from this crisis in the weeks ahead. At the same time, the United States will continue to work with our allies and partners in NATO, the European Union, the OSCE, the G7, the United Nations, throughout the international community to make clear that there are two paths before Russia: the path to diplomacy that can lead to peace and security; and the path of aggression that will lead only to conflict, severe consequences, international condemnation. The United States and our allies will continue to stand with Ukraine and to stand ready to meet Russia on either path. It’s no accident that I’m offering these thoughts here in Berlin. Perhaps no place in the world experienced the divisions of the Cold War more than this city. Here, President Kennedy declared all free people citizens of Berlin. Here, President Reagan urged Mr. Gorbachev to tear down that wall. It seems a time that President Putin wants to return to that era. We hope not. But if he chooses to do so, he’ll be met with the same determination, the same unity that past generations of leaders and citizens brought to bear to advance peace, to advance freedom, to advance human dignity across Europe and around the world. Thanks so much for listening.